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Abstract

In this paper, we prove energy conservation of high-order mimetic difference schemes
for linear and nonlinear systems of conservation laws. We aim to conservation laws were
the flux is given by the gradient of some potential field. Furthermore, we numerically
validate the theoretical foundation of our approach by showing that high-order mimetic
schemes converge to the exact solution of general nonlinear systems of conservation laws
preserving all quantities of interest.

1 Introduction

Roughly, a partial differential equation (PDE) is an equation that involves an unknown
function of two or more variables and some of their partial derivatives. The goal of PDE
theory is, ideally, to solve for the unknown function and/or to determine some properties of
such a solution. The variety of application areas where PDE equations are used to model
phenomena, glimpses that a general theory might not exist and naturally guides PDE
researchers to focus on particular PDEs. Theoretical approaches for solving classes of
PDEs attempt to find solutions that are unique and that change smoothly if the conditions
specified in the PDE change a little. When this is possible a PDE is called well-posed.
When the solution of a PDE does have a solution that is differentiable with continuity at
least up to the highest partial derivative degree present in the PDE, the solution is called
classic. However, in general, such a PDE solution does not exist. Still, one might be able to
introduce the notion of generalized or weak solutions and prove that the PDE is well-posed
when one targets these non-classical solutions.

∗This work was partially supported by SDSU.
†Computational Science Research Center at the San Diego State University (mdumett@sdsu.edu).
‡Lawrence Berkeley National Laboratory (jcorbino@lbl.gov).
§Computational Science Research Center at the San Diego State University (jcastillo@sdsu.edu).
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One example of a PDE that illustrates the need to introduce generalized solutions and
that is utilized to model phenomena in fluid mechanics is a scalar conservation law. This
PDE model often shows the formation and propagation of a discontinuous solution (called
a shock wave). Conservation laws are an example of first-order PDEs. First-order PDEs
can be transformed, at least locally, by the method of characteristics, into a system of
ordinary differential equations (ODEs), and sometimes explicitly solved locally. In the
case of PDE scalar conservation laws, it can be shown that the projected characteristics
are propagation lines, whose slopes are given by the derivative of the flux term of the PDE,
where the solution is constant. The presence of initial conditions where two points have
different derivatives may imply that the projected characteristic could cross, generating
shock waves at a certain future time. Before that time, energy conservation of the initial
condition holds.

Researchers in different application areas have recognized, that numerical methods for
PDEs that preserve crucial properties of them, namely, symmetries, conserved quantities,
etc., are usually more precise than those that do not [25, 27]. For example, it is clear
that some properties of the numerical flux are key to ensuring the recovery of the entropy
solution. In particular, numerical schemes should mimic the properties of the continuum
problem to ensure that the computed solution converges to a weak entropy solution to the
system of conservation laws.

Mimetic methods aim to preserve these features. This collection of techniques can be
divided into two groups. The most traditional mimetic approach attempts to enforce
some vector calculus integral identities and from them derive some consequences that will
characterize the discrete analogs of the divergence, gradient, curl and Laplacian differential
operators [25, 3, 5, 27]. The second one, the most recent development, is composed of those
called fully mimetic, which target to reproduce vector [24], tensor [27, 18], and/or exterior
[1, 15, 18, 17] calculi identities, as well as algebraic topology exact sequences [12, 13].

Nevertheless, trying to replicate characteristics of the solution is not exclusive of mimetic
methods. Among the non-mimetic methods which display some level of mimicking these
properties, one finds the cell method in electromagnetism [20], the covolume method for
the Navier-Stokes and Maxwell’s equations [21], the summation by parts methods in mixed
hyperbolic-parabolic problems [22, 23], the finite volume method for the heat equation
[10, 11], the mixed finite element method [2], as well others, among which one finds mono-
tone schemes (finite-differences, finite volume, etc.), and higher-order accurate techniques,
such as essentially non-oscillatory (ENO) schemes, and weighted essentially non-oscillatory
(WENO) methods, discontinuous Galerkin, finite elements, spectral methods, as well as
others [16].

This paper is about high-order mimetic differences (MD), one of the traditional mimetic
methods. MD was the first mimetic method to achieve high-order operators. Moreover, the
order of accuracy is uniform over the whole domain, including the boundary, a feature that
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no other mimetic techniques shares. Distinguishing it from other traditional mimetic meth-
ods demands giving more background for this class of methods as a group and providing
more detail about the differences amid distinctive traditional mimetic approaches.

For, these techniques construct discrete analogs of the spatial first-order differential di-
vergence, gradient, and curl operators, that mimic vector and tensor calculus integral
identities (the Gauss divergence or the Green’s or Stokes’ theorems or their generalizations
via Green’s identities), by utilizing convenient weighted inner products.

The first ideas of mimetic methods were developed by A.A. Samarskii and his group in the
Soviet Union during the fifties and sixties of the twentieth century, and their arrival to the
West during the seventies and eighties. Currently, three different collections of mimetic
methods have been developed. In historical precedence,

1. the support-operator methods [25]: originally developed by the T-7 group in Los
Alamos National Laboratory (LANL), it uses some vector/tensor calculus integral
identities to define the primal operator according to the PDE (one among the diver-
gence, gradient, and curl operators), and the others (as dual operators) via duality
relationships from Green’s identities, on staggered grids. These techniques construct
operators are of low-order accuracy.

2. the high-order mimetic differences [3, 5]: originally developed at San Diego State
University, by J.E. Castillo group at the Computational Science Research Center,
Castillo-Grone (2003), and Corbino-Castillo (2020), focuses on high-order accuracy
representations of the divergence, gradient, and curl operators, as well as weighted
inner products and interpolation operators, that are fixed obtained from an extension
of the Gauss’ divergence theorem, independently of the PDE, and whose accuracy is
uniform over the whole staggered grid, and,

3. the mimetic finite differences (MFD) [27]: a collaboration between LANL and a
research group in Milano-Pavia, Italy. Primal and dual versions for all (divergence,
gradient, and curl) operators that satisfy all integral theorems of vector calculus, are
constructed for general polyhedral and polygonal elements in a finite element style,
where high-order accuracy is achieved by adding nodes in each element.

As principal differences, one can find that high-order mimetic differences define all mimetic
operators on cell centers and/or faces but not on nodes, while support-operator and MFD
work on nodes, edges, faces and centers. In addition, support-operator and high-order
mimetic differences define the operators across several cells while MFD does it in an
element-wise fashion.

This work focuses on demonstrating energy conservation of Corbino-Castillo [5] high-order
mimetic differences (even though a similar proof can be elaborated for the Castillo-Grone
[3] approach) when applied to conservation laws where solutions are understood in the
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classical sense. In addition, a mimetic scheme is proposed for numerically solving some
conservation laws, and proof of the convergence of this mimetic scheme is shown.

High-order mimetic differences are numerical schemes that construct partial differential
equation (PDE) discrete analogs based on matrix representation of spatial differential op-
erators, like the divergence, gradient, and Laplacian. These mimetic methods differ from
the ones that originally appeared [25] in their high-order of accuracy, which is achieved
by the introduction of divergence and gradient weight matrices P and Q and the mimetic
operators are constructed independently of each other.

Mimetic difference discrete analogs keep uniform accuracy order over the whole discrete
domain, usually a staggered grid where discrete scalar and vector fields are defined on
different points [3, 4, 5]. Information from the discrete scalar and vector fields is passed
from/to different points by utilizing high-order mimetic interpolation operators [7, 8].

Mimetic differences operators mimic properties of the continuum problem and their dis-
crete analogs satisfy discrete integral versions of the vector calculus identities. This is a
consequence of satisfying a discrete analog of the one-dimensional (1D) integration by parts
formula and its extension to 3D named extended Gauss divergence theorem [8].

It has been shown that mimetic schemes for the three-dimensional (3D) advection equation
can preserve energy and when combined with an energy-preserving time integration scheme,
the mimetic scheme converges [9].

Mimetic difference schemes based on the Castillo-Grone operators and the Corbino-Castillo
operators have been used effectively to solve a variety of problems over the years. Some of
them that cover a wide range of problems can be found in [28, 29, 33, 30, 31, 32, 34].

In this work, conservation laws are understood as systems of linear/nonlinear first-order hy-
perbolic PDEs in several variables (d dimensions), written in divergence or non-divergence
form. These models are written in terms of, for example, c conserved quantities u in some
physical region U ⊂ Rd under investigation. The conservation properties typically assert
that the rate of change of the quantities of interest is governed by a flux function, that
controls the loss or gain rate of u through the boundary of U .

The choice of the conservation laws that are targeted for demonstrating the energy conser-
vation of the mimetic discrete analogs in this paper, obeys both,

1. the possibility of applying the extended divergence Gauss theorem by mimetic dif-
ference property, and

2. the fact that a mathematical understanding of a general system of conservation laws
is not available for c ≥ 1, and d ≥ 1.

Moreover, for the following cases of conservation laws, the previous conditions hold:
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1. Symmetric hyperbolic systems of first-order PDEs (with constant coefficients). This
is an example of one (c = 1) linear conservation law in d ≥ 1 dimensions. The system
can be solved utilizing the Fourier transform. When the coefficients are non-constant
energy methods and the vanishing viscosity technique guarantees the existence a
uniqueness of a weak solution ([14] pp 402-412).

2. Scalar conservation law in one space dimension with potential flux. Even though it
is known that in general the method of characteristics demonstrates that it is not
possible to find a smooth solution that exists for all positive times ([14] pp. 97-136),
for an ”exact” flux it can be shown that it is true. Nevertheless, for a convex, smooth
flux that satisfies entropy conditions, and bounded initial conditions, the Lax-Oleinik
formula is a weak solution of the conservation law, which is unique if it is an entropy
solution. This is an example of one (c = 1) nonlinear scalar (d = 1) conservation law.

3. Finally, leveraging from the two previous cases, it is considered the case of a system
of nonlinear PDEs, for a potential flux. Even though it is known that in general the
Darboux method, for local existence and uniqueness of solutions of first-order PDE
systems, does not guarantee the existence and uniqueness of a weak solution for any
positive time, this is true for ”exact” fluxes. This is an example of several nonlinear
conservation laws (c ≥ 1) in d ≥ 1 dimensions.

In Section 2, the system of c conservation laws in Rd is introduced, and using Corbino-
Castillo operators, it is demonstrated that mimetic difference discrete analog schemes con-
serve energy.

Mimetic differences discrete analogs are first obtained for one linear conservation system in
d ≥ 1 dimensions, since for some symmetric positive-definite matrices, the exact solution
is known.

Before starting the proof for this system of conservation laws, some preliminaries that will
be utilized in all discrete analog energy conservation proofs, are presented. Then, the
energy-preserving proof is exhibited.

In particular, the focus is on explicitly displaying the matrix representation of the multi-
dimensional versions of the mimetic operators (divergence, divergence quadrature weight,
and divergence interpolation). Similar expressions, for the multi-dimensional versions of
the gradient, gradient quadrature weight, and gradient interpolation, even though not
shown, are also available. The 3D versions of all the mimetic operators mentioned can be
found in [8].

After that, mimetic discrete analogs are constructed for some nonlinear scalar flux (c =
1, d = 1), and their energy-preserving property is demonstrated.

Finally, leveraging from the two previous cases, a mimetic discrete analog is proposed
for some system of conservation laws (c ≥ 1) in d ≥ 1 dimensions [14], and its energy

5



conservation property is shown.

In Section 3, we numerically integrate a system of conservation laws and discuss our re-
sults. These two properties are utilized to show the numerical convergence of the spatial
differential mimetic operator analogs when combined with a time integration scheme for
conservation laws.

Lastly, we present our conclusions in Section 4.

2 Energy conservation of mimetic analogs of some systems
of conservation laws

In this section, it is shown that mimetic analogs of some systems of conservation laws
conserve energy.

2.1 The system of conservation laws

Consider the following initial-value problem for a general system of conservation laws:

ut +∇ · F (u) = 0, (x, t) ∈ U × (0,∞), (1)

u = u0, (x, t) ∈ U × {0}, (2)

where U ⊂ Rd is a smooth and bounded region, u = u(x, t) = (u1(x, t), · · · , uc(x, t)), for
x ∈ U, t ≥ 0, and F the flux function is such F : Rc 7→ Mc×d (the latter the set of matrices
of order c× d), and u0 = (u10, · · · , uc0) is the initial condition of u = (u1, · · · , uc).

2.2 Case I: Symmetric hyperbolic systems of first-order PDEs with con-
stant coefficients

Mathematical understanding of problem (1)-(2) is not available [14, p. 568]. Instead,
consider the initial-boundary value problem for the system of c = 3 conservation laws in
two dimensions (d = 2), the shallow water equations linearized around a constant velocity
field (a, b) [26, p. 217]:

ut + aux + buy + hx = 0,

vt + avx + bvy + hy = 0, (3)

ht + ahx + bhy + ux + vy = 0.

It can be shown that the eigenvalues of this system are purely imaginary and so, the system
is hyperbolic and well-posed [26, p. 218].
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In (3),

F

 u
v
h

 =

 au+ h bu
av bv + h

ah+ u bh+ v

 =

 F1

 u
v
h

 F2

 u
v
h

  =

 A1

 u
v
h

 A2

 u
v
h

  ,

with F = [F1, F2], Fi : Rc 7→ R, Fi(u, v, h)
T = Ai(u, v, h)

T , i = 1, 2, and

A1 =

 a 0 1
0 a 0
1 0 a

 , A2 =

 b 0 0
0 b 1
0 1 b

 .

If one defines w = (u, v, h)T , then (3) can be written as

wt +∇ · F (w) = wt + div (F1(w), F2(w))

= wt + F1(w)x + F2(w)y

= wt +A1wx +A2wy = 0.

Instead of the shallow water equations, consider a more general problem that has the same
structure but with any symmetric (like in the previous example) constant matrices A1, A2

such (1) is a well-posed hyperbolic system. In other words, for general A1, A2, we assume
a shallow water-like system whose matrix

R(z1, z2) = −i(A1z1 +A2z2),

with z1, z2 ∈ R2, has eigenvalues with non-negative real part [26, p. 200].

Furthermore, for U = (−1, 1)d, this more general system can be extended to a system with
c conservation laws in d dimensions (where Ai, i = 1, · · · , d, are symmetric matrices),

wt +A1wx1 + · · ·+Adwxd
= 0, x ∈ (−1, 1)d, t > 0, (4)

w(x1, · · · , xd, 0) = w0(x1, · · · , xd), x ∈ (−1, 1)d, (5)

w(x1, · · · , xi−1,−1, xi+1, · · · , xd, t) = gi(x̂i, t), x̂i ∈ [−1, 1]d−1, (6)

in which w = (w1, · · · , wc), wi = wi(x1, · · · , xd, t), i = 1, · · · , c, and we assume that the
boundary functions gi : Rd−1 × (0,∞) 7→ Rc, i = 1, · · · , d, have spatial coordinates defined
on x̂i = (x1, · · · , xi−1, xi+1, · · · , xd), and

F = [F1, · · · , Fd] = [A1, · · · , Ad], Ai ∈ Rc×c, i = 1, · · · , d,

such, matrix
R(z1, · · · , zd) = −ı(A1w1 + · · ·+Ad),

with z1, · · · , zd ∈ Rd, has eigenvalues with non-negative real part. A particular case, is
when matrices Ai, i = 1, · · · , d, are non-negative definite.
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Notice that (4) is a conservation law not written in divergence form. It is well known that
for U = Rn, one can apply the Fourier transform to solve the constant coefficient initial
value problem (1)-(2) and find that the exact solution is

w(x, t) =
1

(2π)n/2

∫
Rn

eı x·y e−ıtA(y)ŵ0(y) dy,

where x = (x1, · · · , xn) and A(y) =
∑n

j=1 yjAj has for each y = (y1, · · · , yn) ∈ Rn, n real
eigenvalues.

From now on, assume a well-posed system (4)-(6).

2.3 Preliminaries

Here, some common preliminaries to all mimetic scheme discrete analog energy-preserving
proofs are introduced.

2.3.1 The d-dimensional continuous problem

By multiplying (4) by vector field wT and integrating over U , one obtains

∫
U
wTwt dX +

∫
U

(
d∑

i=1

wTAiwxi

)
dX = 0, (7)

with dX the Cartesian volume element dx1 · · · dxd.

The first and second terms in (7) verify∫
U
wTwt dX =

∫
U

1

2

d(wTw)

dt
dX =

1

2

d

dt

(∫
U
wTw dX

)
,∫

U

(
d∑

i=1

wTAiwxi

)
dX =

1

2

∫
U

(
d∑

i=1

∂

∂xi
(wTAiw)

)
dX

=
1

2

∫
U
∇ · (wTA1w, · · · , wTAdw) dX.

After time integration from 0 to T , (7) becomes∫
U
[wT (x, T )w(x, T )− wT (x, 0)w(x, 0)] dX +

∫ T

0

∫
U
∇ · (wTA1w, · · · , wTAdw) dX dt = 0,

(8)
where x = (x1, · · · , xd).
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2.3.2 The d-dimensional staggered grid

Now, let us look at the discrete analog of (8) according to the Corbino-Castillo mimetic
method [5].

Letmi be the number of cells along the xi axes, i = 1, · · · , d. On the axes-uniform staggered
grid S = Sm1 × · · · × Smd

, where

Sp = {−1 = s0, s 1
2
, · · · , sp− 1

2
, sp+1 = 1},

with sj− 1
2
= −1 + (j − 1

2)hp, hp = 2
p , j = 1, · · · , p, define U(si1 , · · · , sid , t), the Corbino-

Castillo mimetic numerical approximation of u(xi1 , · · · , xid , t), sij = xij , j = 1, · · · , d, i =
1, · · · ,mi.

In addition, define W (t) = W (Sm1 , · · · , Smd
, t), the numerical approximation on grid S at

time t, and the discrete element volume h = hm1 · · ·hmd
. Notice that W (0) = w0.

For the approximation of a vector field, it is convenient to define the grid

N = ∪d
i=1(Nm1 × · · · ×Nmi−1 × Smi ×Nmi+1 × · · · ×Nmd

),

the middle edges of the voxels with centers at S0
m1

× · · · × S0
mn

, where

Nq = {r1, · · · , rq−1},

with rj = −1 + j hq, hq =
2
q , j = 1, · · · , q − 1, and S0

p = Sp \ {s0, sp+1}.

In mimetic differences, approximations of scalar fields are defined on S, while approxima-
tions of vector fields are defined on N .

2.3.3 The discrete energy

Since there are no divergence or gradient operators in the volume integral
∫
U wT ·w dX at

time t, it is approximated by

h (vecL(W1(t)), · · · , vecL(Wc(t)))
T (vecL(W1(t)), · · · , vecL(Wc(t))),

with vecL is the vectorization operator of the d-dimensional tensor Wi(t), i = 1, · · · , c, that
maps Wi(t) onto a vector of length m = (m1 + 2) · · · (md + 2), following the lexicographic
ordering.

Observe that for the scalar field,
∫
U wTw(x1, · · · , xd, t) dX is called the energy at time t,

and one can define the discrete energy E of W (t) at time t by

E(t) = h (vecL(W1(t)), · · · , vecL(Wc(t)))
T (vecL(W1(t)), · · · , vecL(Wc(t))).
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2.3.4 Some mimetic operators in d-dimensions

The d-dimensional order k, k = 2, 4, 6, 8, divergence interpolation operator that maps S
onto N is

Ik
D =


ÎTmd

⊗ · · · ⊗ ÎTm2
⊗ IkDx1

ÎTmd
⊗ · · · ⊗ ÎTm3

⊗ IkDx2
⊗ ÎTm1

. . .

IkDxd
⊗ ÎTmd−1

⊗ · · · ⊗ ÎTm1

 ,

with IkDr
, r = x1, · · · , xd, the 1D interpolation operator on the r-axis [7], and

Îp =


0 · · ·
1

. . .

1
. . . 0

 ,

the extension of the identity matrix by adding two extra rows of zeros (one at the top and
one at the bottom). Notice that the Ik

D ∈ Rb×m, where

b = (m1 + 1)m2 · · ·md +m1(m2 + 1)m3 · · ·md + · · ·+m1 · · ·md−1(md + 1),

is the cardinality of mimetic discrete vector fields in d dimensions, and m = (m1 +
2) · · · (md + 2) is the cardinality of mimetic discrete scalar fields in d dimensions.

The weight matrix for the d-dimensional divergence operator is

Qk =

 Imd+2 ⊗ · · · ⊗ Im2+2 ⊗Qk
m1+2

. . .

Qk
md+2 ⊗ Imd−1+2 ⊗ · · · ⊗ Im1+2

 ,

where Qk
p is the p × p weight matrix for the 1D divergence operator, and Ip the p × p

identity matrix.

The d-dimensional divergence operator of order k is

Dk
x1···xd

=
[
Îmd

⊗ · · · ⊗ Îm2 ⊗Dk
x1
, Îmd

⊗ · · · ⊗ Îm3 ⊗Dk
x2

⊗ Îm1 , · · · , Dk
xd

⊗ Îmd−1
⊗ · · · ⊗ Îm1

]
,

with Dk
r , r = x1, · · · , xd, the 1D divergence operator of order k on the r-axis [5, p. 5].
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2.3.5 The discrete analog

In addition, since in the mimetic differences of any order k, the discrete scalar field U is
defined on the staggered grid, needs to be interpolated, by an interpolation operator of order
k, to the non-staggered grid, to be able to approximate

∫
U 1∇· (wTA1w, · · · , wTAdw) dX,

without loosing accuracy.

Hence, the mimetic approximation of order k for
∫
U 1∇ · (wTA1w, · · · , wTAdw) dX, is

given by

< Dk
x1···xd

(Ik
Dŵ),1 >Qk= vecdL(Ik

Dŵ)
TQk(Dk

x1···xd
)TvecL(1), (9)

with ŵ = (wTA1w, · · · , wTAdw), vec
d
L = (vecL, · · · , vecL) (the vectorization operator d

times), where the time dependence has been omitted to simplify the notation, and 1 is the
constant one discrete scalar field on S.

Formula (9) holds because in mimetic 1D differences

< Dw, f >Q=< QDw, f >=< w, (QD)T f >=< w,DTQf >,

and since the 1D integration by parts property (for w = 1) implies

h1T (DTQ)f = fN+1 − f0 = (−1, 0, · · · , 0, 1)f,

or equivalently,

h1T (DTQ) = (−1, 0, · · · , 0, 1),

and

hQDT1 = (−1, 0, · · · , 0, 1)T . (10)

2.3.6 The energy preserving proof

A direct computation of Qk(Dk
x1···xd

) gives

QkDT
x1···xd

=


ÎTmd

⊗ · · · ⊗ ÎTm2
⊗Qk

m1+2D
k
x1

T

ÎTmd
⊗ · · · ⊗ ÎTm3

⊗Qk
m2+2D

k
x2

T ⊗ ÎTm1
...

Qk
md+2D

k
xd

T ⊗ ÎTmd−1
⊗ · · · ⊗ ÎTm1
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and by using the properties of the Kronecker product and the vectorization operator, one
gets

Qk(Dk
x1···xd

)TvecL(1) =


(ÎTmd

⊗ · · · ⊗ ÎTm2
⊗Qk

m1+2D
k
x1

T
)vecL(1)

(ÎTmd
⊗ · · · ⊗ ÎTm3

⊗Qk
m2+2D

k
x2

T ⊗ ÎTm1
)vecL(1)

...

(Qk
md+2D

k
xd

T ⊗ ÎTmd−1
⊗ · · · ⊗ ÎTm1

)vecL(1)



=


vecL(Q

k
m1+2D

k
x1
)T1m1+2,(m2+2)···(md+2)(Îmd

⊗ · · · ⊗ Îm2)

(ÎTmd
⊗ · · · ⊗ ÎTm3

⊗Qk
m2+2D

k
x2

T ⊗ ÎTm1
)vecL(1)

...

(Qk
md+2D

k
xd

T ⊗ ÎTmd−1
⊗ · · · ⊗ ÎTm1

)vecL(1)

 ,

(11)

since (BT ⊗A)vecL(X) = vecL(AXBT ), with 1p,q is a p× q matrix of ones.

From (10)

Qk
m1+2D

k
x1

T
1m1+2, m

m1+2
=


−1 · · · −1
0 · · · 0
...

...
...

0 · · · 0
1 · · · 1


(m1+1)× m

m1+2

(12)

= [−1, 0, · · · , 0, 1]Tm1+1[1, · · · , 1] m
m1+2

.

By (12), if M = [Qk
m1+2D

k
x1

T
1m1+2, m

m1+2
](Îmd

⊗ · · · ⊗ Îm2), one obtains

M =


−1 · · · −1
0 · · · 0
...

...
...

0 · · · 0
1 · · · 1


(m1+1)× m

m1+2

(Îmd
⊗ · · · ⊗ Îm2)

=


−1 · · · −1
0 · · · 0
...

...
...

0 · · · 0
1 · · · 1


(m1+1),

m0
m1

= [−1, 0, · · · , 0, 1]Tm1+1[1, · · · , 1]m0
m1

,

(13)
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where m0 = m1 · · ·md, and hence [Qk
m1+2D

k
x1

T
1m1+2, m

(m1+2)
](Îmd

⊗· · ·⊗ Îm2) is the bound-

ary information of faces {−1}×Nm2×· · ·Nmd
(with negative sign) and {1}×Nm2×· · ·×Nmd

(with positive sign).

Since A⊗B = Pl(B⊗A)Pr, for some permutation matrices Pl and Pr, then the remaining
rows other than the first of (11) become

(ÎTmd
⊗ · · · ⊗ ÎTm3

⊗Qk
m2+2D

k
x2

T ⊗ ÎTm1
)vecL(1) = P

(2)
l (ÎTm1

⊗ ÎTmd
⊗ · · · ⊗ ÎTm3

⊗Qk
m2+2D

k
x2

T
)P (2)

r vecL(1),

... (14)

(Qk
md+2D

k
xd

T ⊗ ÎTmd−1
⊗ · · · ⊗ ÎTm1

)vecL(1) = P
(d)
l (ÎTmd−1

⊗ · · · ⊗ ÎTm1
⊗Qk

md+2D
k
xd

T
)P (d)

r vecL(1),

for some matrices P
(2)
l , P

(2)
r , · · · , P (d)

l , P
(d)
r , respectively.

As vecL(1) is a vector of only ones, then P
(p)
r vecL(1) = vecL(1), p = 2, · · · , d. Hence,

(ÎTmd
⊗ · · · ⊗ ÎTm3

⊗Qk
m2+2D

k
x2

T ⊗ ÎTm1
)vecL(1) = P

(2)
l vecL(Q

k
m2+2D

k
x2

T
1m2+2, m

m2+2
(Îm1 ⊗ Îm3 ⊗ · · · ⊗ Îmd

)),

... (15)

(Qk
md+2D

k
xd

T ⊗ ÎTmd−1
⊗ · · · ⊗ ÎTm1

)vecL(1) = P
(d)
l vecL(Q

k
md+2D

k
xd

T
1md+2, m

md+2
(Îmd−1

⊗ · · · ⊗ Îm1)),

respectively.

Similar arguments to those for the first row of (11) demonstrate that

Qk
mi+2D

k
xi

T
1mi+2, m

mi+2
= [−1, 0, · · · , 0, 1]Tmi+1[1, · · · , 1] m

mi+2
, i = m2, · · · ,md,

and hence, the i-th row, i = 1, · · · , d, of (11) is the boundary information of faces Nm1 ×
· · · × Nmi−1{−1} × Nmi+1 × · · · × Nmd

(with negative sign) and Nm1 × · · · × Nmi−1{1} ×
Nmi+1 × · · · ×Nmd

(with positive sign).

13



Therefore, (9) becomes

h [(vecdL(Ik
Dŵ))

T
)]QkDT

x1···xd
vecL(1) =

h (vecdL(Ik
D(w

TA1w| · · · |wTAdw)
T )T ·

[−1, 0, · · · , 0, 1]Tm1+1[1, · · · , 1]m0
m1

P
(2)
l [−1, 0, · · · , 0, 1]Tm2+1[1, · · · , 1]m0

m2
...

P
(d)
l [−1, 0, · · · , 0, 1]Tmd+1[1, · · · , 1]m0

md

 =

h
{
vecdL((w

TA1w| · · · |wTAdw)Ik
D
T
)T [−1, 0, · · · , 0, 1]Tm1+1[1, · · · , 1]m0

m1

+

vecdL((w
TA1w| · · · |wTAdw)Ik

D
T
)T [−1, 0, · · · , 0, 1]Tm1+1P

(2)
l [−1, 0, · · · , 0, 1]Tm2+1[1, · · · , 1]m0

m2

+

...

vecdL((w
TA1w| · · · |wTAdw)Ik

D
T
)T [−1, 0, · · · , 0, 1]Tm1+1P

(d)
l [−1, 0, · · · , 0, 1]Tmd+1[1, · · · , 1]m0

md

}
=

h

d∑
i=1

∑
Ji

(wTAiw|(sj1 ,··· ,sji−1
,1,sji+1

,··· ,sjd ,t)
− wTAiw|(sj1 ,··· ,sji−1

,−1,sji+1
,··· ,sjd ,t)

),

where

∑
Ji

=

m1+1∑
j1=1

· · ·
mi−1+1∑
ji−1=1

mi+1+1∑
ji+1=1

· · ·
md+1∑
jd=1

.

Therefore, the mimetic discrete analog of (8) is given by

E(T ) + h
d∑

i=1

∑
Ji

wTAiw|(sj1 ,··· ,sji−1
,1,sji+1

,··· ,sjd ,t)
=

E(0) + h

d∑
i=1

∑
Ji

gTi (sj1 , · · · , sji−1 , sji+1 , · · · , sjd , t)Aigi(sj1 , · · · , sji−1 , sji+1 , · · · , sjd , t),

i.e., the energy at T plus the energy lost at the front boundaries matches the initial energy
plus the energy gained at the back boundaries.
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2.4 Case II: A nonlinear conservation law

Consider the following initial/boundary problem for nonlinear scalar conservation law in
one space dimension

ut + (F (u))x = 0, (x, t) ∈ [−1, 1]× (0, T ), (16)

u(−1, t) = u(1, t), t ∈ (0, T ), (17)

u(x, 0) = g(x), (x, t) ∈ [−1, 1]× {t = 0}. (18)

with periodic boundary conditions.

Multiplying (16) by u and integrating by parts over [−1, 1], one gets

0 =

∫ 1

−1
uut dx+

∫ 1

−1
u (F (u))x dx

=

∫ 1

−1

d

dt

(
1

2
u2
)

dx+ [uF (u)]1−1 −
∫ 1

−1
ux F (u) dx

=
1

2

d

dt

(∫ 1

−1
u2 dx

)
−
∫ 1

−1
F (u)ux dx,

since, in the second identity, the middle term vanishes due to the periodic boundary con-
ditions.

After integrating from 0 to T , it follows that

2

∫ T

0

∫ 1

−1
F (u)ux dx dt = E(T )− E(0). (19)

where E(t) =
∫ 1
−1 u

2(x, t) dx, is the total energy of u at time t.

If F = dH
dx then ∫ 1

−1
F (u)ux dx =

∫ 1

−1
H

′
(u)ux dx =

∫ 1

−1
(H(u))x dx,

whose mimetic discrete analog of order of accuracy k = 2, 4, 6, 8, for U = U(x, t) the
discrete version of u(x, t) at center cells, is

h⟨DID(H(U)),1⟩Q = h⟨ID(H(U)), QDT1⟩ = h(H(U))T ITD(QDT1)

= (H(U))T ITD(−1, 0, · · · , 0, 1)T = (H(U))T (−1, 0, · · · , 0, 1)T

= H(U(1, t))−H(U(−1, t)) = 0,

because ID is an interpolation operator, which has first row (1, 0, · · · , 0) and last row
((0, · · · , 0, 1) (see [7]), the periodic boundary conditions and by formula (10).
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If E(t) denotes the discrete energy of U then (19) becomes

E(T ) = E(0).

If the boundary conditions are not periodic then for F = dH
dx one has

∑
tn

w1(tn)[H(U(1, tn))−H(U(−1, tn))]−
1

2
(E(T )− E(0)) =∑

tn

w2(tn)[U(1, tn)F (U(1, tn))− U(−1, tn)F (U(−1, tn))]

where w1, w2 are convenient quadrature weights, or equivalently

1

2
E(T ) +

∑
tn∈[0,T ]

w2(tn)(U(1, tn)F (U(1, tn)))−
∑

tn∈[0,T ]

w1(tn)H(U(1, tn)) =

1

2
E(0) +

∑
tn∈[0,T ]

w2(tn)(U(−1, tn)F (U(−1, tn)))−
∑

tn∈[0,T ]

w1(tn)H(U(−1, tn)).

2.5 Case III: A nonlinear system of conservation laws

Consider the following initial/boundary problem for a system of c nonlinear conservation
law in V = [−1, 1]d ⊂ Rd

wt +∇ · F (w) = 0, (x, t) ∈ (−1, 1)d × (0, T ), (20)

w(x1, · · · , xd, 0) = w0(x1, · · · , xd), x ∈ (−1, 1)d, (21)

w(x1, · · · , xi−1,−1, xi+1, · · · , xd, t) = g−i (x̂i, t), (x̂i, t) ∈ [−1, 1]d−1 × [0, T ], (22)

w(x1, · · · , xi−1, 1, xi+1, · · · , xd, t) = g+i (x̂i, t), (x̂i, t) ∈ [−1, 1]d−1 × [0, T ], (23)

in which

w = (w1, · · · , wc), wi = wi(x1, · · · , xd, t), i = 1, · · · , c,

w0 : Rd → R is the initial condition and we assume that the boundary functions

g±i : Rd−1 × (0,∞) 7→ Rc, i = 1, · · · , d,

have spatial coordinates defined on x̂i = (x1, · · · , xi−1, xi+1, · · · , xd), and that the flux is
given by

F (w) = (F1(w), · · · , Fc(w))
T , Fi(w) = (Fi1(w), · · · , Fid(w)), i = 1, · · · , c.
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Multiplying (20) by w and integrating by parts over [−1, 1]d, one gets

0 =

∫
V
wT wt dX +

∫
V
wT (∇ · F (u)) dX

=
1

2

d

dt

(∫
V
wTw dX

)
+

∫
∂V

wT (b · F1(w), · · · , b · Fc(w)) dS −
∫
V

d∑
i=1

(
∂w

∂xi
· Fi(w)

)
dX

(24)

where dX = dx1 · · · dxd, b = (1, · · · , 1) ∈ Rd.

Suppose that for each 1 ≤ i ≤ d there exists Hi such that Fi = ∇wHi. In that case

d∑
i=1

(
∂w

∂xi
· Fi(w)

)
=

d∑
i=1

(
∂w

∂xi
· ∇Hi(w)

)
=

d∑
i=1

c∑
j=1

∂Hi

∂wj

∂wj

∂xi
=

d∑
i=1

∂Hi

∂xi
= ∇x ·H(w).

The mimetic discrete analog with order of accuracy k = 2, 4, 6, 8, of

∫
V
∇x ·H(w) dX

for W = W (x, t), the discrete version of w(x, t) at center cell, is

h ⟨Dx1···xd
IDH(W ),1⟩Q = h ⟨IDH(W ),QDT

x1···xd
⟩ = hHT (W )IT

D(QDT
x1···xd

1)

= HT (W )IT
DvecL[(−1, 0, · · · , 0, 1)d] = HT (W )vecL[(−1, 0, · · · , 0, 1)d]

=
d∑

i=1

Hi(W (x1, · · · , xi−1, 1, xi+1, · · · , xd))

−
d∑

i=1

Hi(W (x1, · · · , xi−1,−1, xi+1, · · · , xd))

=
d∑

i=1

(Hi(g
+
i (x̂i))−Hi(g

−
i (x̂i))) = 0

for periodic boundary conditions.
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In addition, for periodic boundary conditions ∫
∂V

wT (b · F1(w), · · · , b · Fc(w)) dS =

d∑
i=1

∫
[−1,1]d−1

wT (x1, · · · , xi−1, 1, xi+1, · · · , xd) ·

(b · F1(w(x1, · · · , xi−1, 1, xi+1, · · · , xd), · · · , b · Fc(w(x1, · · · , xi−1, 1, xi+1, · · · , xd)) dX̂i −
d∑

i=1

∫
[−1,1]d−1

wT (x1, · · · , xi−1,−1, xi+1, · · · , xd) ·

(b · F1(w(x1, · · · , xi−1,−1, xi+1, · · · , xd), · · · , b · Fc(w(x1, · · · , xi−1,−1, xi+1, · · · , xd)) dX̂i =
d∑

i=1

∫
[−1,1]d−1

g+i (x̂i) · (b · F1(g
+
i (x̂i)), · · · , b · Fc(g

+
i (x̂i))) −

d∑
i=1

∫
[−1,1]d−1

g−i (x̂i) · (b · F1(g
−
i (x̂i)), · · · , b · Fc(g

−
i (x̂i))) = 0.

Therefore, after integrating (24) from 0 to T , it follows that

E(T ) = E(0).

where E(t) =
∫
[−1,1]d w

T (x, t)w(x, t) dx, is the total energy of u at time t.

If E(t) denotes the discrete energy of U then (19) becomes

E(T ) = E(0).

If the boundary conditions are not periodic then for F = dH
dx one has

∑
tn

q1(tn)[H(U(1, tn))−H(U(−1, tn))]−
1

2
(E(T )− E(0)) =∑

tn

q2(tn)[U(1, tn)F (U(1, tn))− U(−1, tn)F (U(−1, tn))]

where q1, q2 are high-order quadrature weights, or equivalently

1

2
E(T ) +

∑
tn∈[0,T ]

q2(tn)(U(1, tn)F (U(1, tn)))−
∑

tn∈[0,T ]

q1(tn)H(U(1, tn)) =

1

2
E(0) +

∑
tn∈[0,T ]

q2(tn)(U(−1, tn)F (U(−1, tn)))−
∑

tn∈[0,T ]

q1(tn)H(U(−1, tn)).
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3 Numerical example

Instead of providing examples for each of the cases where the energy preservation has been
demonstrated in the previous sections, this paper focus on a more general nonlinear system
of conservation laws, for which the solution is known.

Consider the 2D Euler equations [16, 19]

∂q

∂t
+∇ · f = 0, (25)

with

q =


ρ
ρ u
ρ v
E

 , f1 =


ρ u

ρ u2 + p
ρ u v

(E + p)u

 , f2 =


ρ v
ρ u v

ρ v2 + p
(E + p)v

 ,

where ρ is the density, u the horizontal velocity, v the vertical velocity, and E the total
energy. The equations are closed by the ideal gas law

p = (γ − 1)

(
E − 1

2
ρ(u2 + v2)

)
,

where γ is a fluid-dependent constant, which for typical atmospheric gases can be taken to
be γ = 7

5 .

For a smooth exact solution, initially centered at (x0, y0) and convected at the constant
velocity (u0, v0), one can consider an isentropic vortex given as

ρ =

(
1−

(
γ − 1

16γπ2

)
β2e2(1−r2)

) 1
γ−1

,

u = u0 − βe(1−r2) y − y0
2π

,

v = v0 + βe(1−r2) x− x0
2π

,

p = ργ ,

or equivalently

E =
ργ

γ − 1
+

1

2
ρ(u2 + v2),

where

r =
√

(x− u0t− x0)2 + (y − v0t− y0)2.
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Assume a [−5, 5]× [−5, 5] 2D domain, with β = 5.0, and the initial position of the vortex
and the initial convection velocity given by

x0 = y0 = 0, u0 = 1, v0 = 0.

We employed Corbino-Castillo fourth-order mimetic operators in conjunction with a second-
order leapfrog scheme for the temporal discretization to resolve (25). The visual represen-
tation of our findings is illustrated in Figures 1 through 4, presenting the approximated
solutions for the conserved quantities (ρ, ρu, ρv, E) after 0.1 seconds. Figure 5 portrays
the variation of each quantity over time; this is obtained by numerically integrating the
solution surfaces at various stages.

Figure 1: Density profile after 0.1 seconds. Figure 2: Momentum in the u-direction.

Figure 3: Momentum in the v-direction. Figure 4: Total energy after 0.1 seconds.
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Figure 5: Variability of the four quantities of interest over time.

4 Conclusions

The first part of this work focused on demonstrating that symmetric hyperbolic systems
of first-order PDEs, as well as, nonlinear or scalar systems of conservation laws, where
the flux can be described as the gradient of some potential fields, are proven. The choice
of these system of conservation laws is required to preserved the linearity of the algebra
involved. It is worth to mention that the exact same proofs are valid for the Castillo-
Grone mimetic differences, since that approach satisfy the same extended Gauss divergence
theorem formula.

In the second part of this paper, it is numerically shown the energy preservation of the
fourth-order Corbino-Castillo mimetic difference scheme when applied to systems of conser-
vation laws. As illustrated by the numerical example, the mimetic-based solution converges
to the exact solution of the problem while preserving all the quantities of interest. This
practical validation strengthens the theoretical foundation of our approach.
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