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Abstract 

The metabolic pathways is studied to help understand the functionalities inside an 

organism. In this study we used the metabolic pathways to group certain sets of species based 

on their hierarchy. The BiGG Models Platform is an extensive platform for the genomic dataset 

and where the genomic structures and the metabolic pathway information about 108 organisms 

are stores. Cameo package [16] in python contained this dataset as a library and was used for 

network mesh analysis. A directed graph (DAG) is constructed from this network mesh having 

the indegree and outdegree vertices count and also the clustering coefficient count. The DAGs 

were transformed to an embedding using statistical techniques which were used as feature 

vectors for the machine learning algorithm. The hierarchical clustering was performed as 

different sets of experiments and studied. The number of clusters were taken as an idea from 

Dendrogram- which is a hierarchical tree structure representation of the datapoints. Finally, a 

label to each organism by its empire and kingdom were produced and then very successfully 

cluster them into empires and kingdoms they belong to with the help of hierarchical clustering. 

There was another experiment to filter out bacteria from all organisms and label each bacterium 

by its cell wall type and then with great results cluster with hierarchical clustering. Additionally, 

the clustering with avg. shortest path feature was also performed, but the results did not improve 

compared to the baseline. A common phylum containing genus like Escherichia and Shigella 

were clearly identified in the clustering proving the validity of the clustering technique. Whereas 

there were some species whose phylum levels were difficult to comment from the clusters due to 

the rareness and less abundance data entries.  
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Chapter 1  

Introduction 

1.1 Metabolic Pathways 

A metabolic pathway is a connected arrangement of synthetic responses happening inside 

a cell. The reactants, items, and intermediates of an enzymatic response are known as 

metabolites, which are changed by a grouping of compound responses catalyzed by enzymes. In 

many instances of a metabolic pathway, the result of one chemical goes about as the substrate 

for the following. In any case, side items are viewed as waste and taken out from the cell. These 

chemicals frequently require dietary minerals, nutrients, and different cofactors to work. 

Each metabolic pathway comprises of a progression of biochemical responses that are 

associated by their intermediates: the results of one response are the substrates for ensuing 

responses, etc. Metabolic pathways are regularly considered to stream one way. Although all 

synthetic responses are reversible, conditions in the phone are regularly with the end goal that it 

is thermodynamically more positive for motion to continue one way of a response. 

1.2 Open-Source Databases 

With the growing revolve around sequencing advancement, natural science has in like 

manner gotten dynamically subject to programming designing to gainfully store and access data, 

provoking the creation of databases to house this information. An extraordinary piece of the 

information is moreover made available to examiners through open-access or open databases, 

proposed to empower analysts to get to likewise disseminate their own data. Anyway, just 

creation this data open is not adequate. People who wish to use it ought to in like manner have 

the data and ability to recognize and download the data they search for. This concentrations to a 

creating necessity for mechanical assemblies and shows to help the people who may use this 

bounty of open access data do so successfully  

1.3 The BiGG Models Platform 

Genome-scale metabolic models’ unit mathematically structured data bases that is 

throughout a really difficult position to be accustomed predict metabolic pathway usage and 
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growth phenotypes. Moreover, they're going to induce, and check hypotheses once integrated 

with experimental data. to maximize the worth of those models, centralized repositories of high-

quality models got to be established, models got to adhere to established standards and model 

components got to be connected to relevant databases. Tools for model visual image heaps of 

enhance their utility.  

BiGG Models gives an exhaustive application programming interface for getting to BiGG 

Models with showing and examination devices. As a resource for very curated, standardized and 

open models of assimilation, BiGG Models empowers various structures science studies and 

sponsorship data-based examination of various exploratory information. 

1.4 Dataset and Packages 

BiGG Models can be accessed using a simple web API. Some instructions were followed 

as present on http://bigg.ucsd.edu/data_access to download the files in xml format. The model 

was in the form of a COBRA model which could be easily parsed by the COBRA package in 

python to do anaylsis. Cameo package [16] in python was used which is an extension of cobrapy 

but with extra features like loading models from different models- in my case from .xml format, 

direct access to BiGG models, using the optlang solver interface to optimize the problem which is 

based on sympy package in python. 

1.5 Project Aim  

A clustering method to predict the empire and kingdom of the organisms. The hierarchical 

clustering in an unsupervised Machine Learning technique, an algorithm that groups similar 

objects into groups called clusters. The endpoint is a set of clusters, where each cluster is 

distinct from each other cluster, and the objects within each cluster are broadly similar to each 

other. This clusters were used to identify the kingdoms and empires of the organism and able to 

differentiate when comparing with the Linnean Taxonomy.  

 

1.5 Linnaean Taxanomy  

The Linnaean arrangement of order comprises of a progression of groupings, called taxa 

(singular, taxon). Taxa range from the realm to the species. The kingdom is the biggest and most 

comprehensive gathering. It comprises of creatures that share only a couple essential 

http://bigg.ucsd.edu/data_access
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similarities. The species is the simplest and most selective gathering. It comprises of creatures 

that are comparable enough to deliver ripe posterity together. Firmly related species are 

gathered in a class 

 

Figure 1: spirituality science – the human species: Linnaeus divided organisms into two kingdoms – 1. 
Animalia(animals), and 2. Plantae(plants). The kingdoms are divided into the following categories: phylum or division, 

class, order, family, genus, and species us 

1.5 Gram positive vs Gram Negative Bacteria  

Most microorganisms are requested into two general groupings: Gram positive and Gram 

negative. These classes rely upon their cell divider association and reaction to the Gram stain 

test. The Gram recoloring strategy, made by Hans Christian Gram, perceives minute living 

beings reliant on the reaction of their telephone dividers to explicit tones and artificial materials. 
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Figure 2: Bacteria - classified by their cell wall type: gram_negative, gram_positive, gram_variable¶ 
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Chapter 2  

Methods 

The dataset consisted of 108 metabolic pathways of living organisms’ kingdom details- 77 

Bacteria, 2 Chromista, 7 Animal, 2 Fungi, and 6 Protozoa. All organisms classified by the 

kingdom which they belong to, from Cavalier-Smith six-kingdom models as below: 

 

 
Figure 3: Figure shows the kingdoms of all the 108 organisms 

The models obtained from the BiGG platform needs to be processed and prepared for the 

clustering technique. In order to prepare the data, the models were convereted to a Directed 

Graph (DAG) using the cameo package of python. The DAG was then converted to Embedded 

graphs where the weight, standard deviation and skewness could be studied and added as a 

feature set for the hierarchical clustering. 

 
Figure 4: Flowchart of the methodology followed during the project 
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.  

2.1 Directed Graphs 

 The directed graphs were created using the cameo package’s network analysis and 

mapping feature. Since 5 categories of the organism kingdoms were identified, a mapping was 

created and visualized. 

 
Figure 5: Network Mapping of Animal - Homo sapiens - iAT_PLT_636; Number of nodes: 737; Number of edges: 2423; 

Average in degree: 3.287; Average out degree: 3.2877; Average shortest path: 1.1; Average clustering coef: 0.145 

 
Figure 6: Network Mapping of Bacteria - Acinetobacter baumannii AYE - iCN718; Number of nodes: 851; Number of 
edges: 4382; Average in degree: 5.1492; Average out degree: 5.1492; Average shortest path: 0.938; Average 
clustering coef: 0.202 
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Figure 7: Network Mapping of Protozoa - Plasmodium vivax Sal-1 - iAM_Pv461; Number of nodes: 896; Number of 

edges: 2251; Average in degree: 2.5123; Average out degree: 2.5123; Average shortest path: 0.994;Average 
clustering coef: 0.139 

 
Figure 8: Network Mapping of Chromista - Chlamydomonas reinhardtii - iRC1080; Number of nodes: 1701;Number of 
edges: 5868;Average in degree: 3.4497;Average out degree: 3.4497;Average shortest path: 1.131;Average clustering 

coef: 0.168 
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Figure 9: Network Mapping of Fungi - Saccharomyces cerevisiae S288C - iMM904; Number of nodes: 1170; Number 

of edges: 3207; Average in degree: 2.7410; Average out degree: 2.7410; Average shortest path: 1.121; Average 
clustering coef: 0.156 

2.2 The Graph Embeddings 

The graph embeddings are necessary to convert the directed graphs into a feature vector to help 

the machine learning model to cluster the similar groups based on these features. The 

calculation of features like – standard deviation, average, kurtosis, and skewness of the directed 

graphs each node’s indegree vertex, outdegree vertex and clustering coefficient was created. 

Kurtosis is a factual measure that characterizes how intensely the tails of a distribution contrast 

from the tails of an ordinary appropriation. As such, kurtosis distinguishes whether the tails of a 

given distribution contain outliers. The standard deviation and mean were taken to calculate and 

observe the distribution of the entity compared to the whole dataset. 

 

The features were stores in a embedded_grahs.csv file in order to call back to the clustering 

algorithm.  
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Figure 10: Feature Vectors of each of the DAG 

 

The features were smoothened by scaling it to a comparative value under a distribution. This is 

also done to avoid bias into the machine learning algorithm and reduce the noise against the 

extreme outliers in the data points. The formula used was:  

features_scaled = (features - features.mean()) / features.std() 

2.3 The Hierarchical Clustering 

A Hierarchical Clustering method, implemented using the sklearn package Agglomerative 

Clustering, was used to create a clusters. A dendrogram was first constructed to understand the 

need for the number of clusters and the hierarchical ordering was analyzed for the hierarchical 

clustering.  

The start of the experiment was the simple definition of 2 clusters where the dataset was 

clustered into 2 groups of empires based on their metabolic pathways. We observed that for 

Eukaryotes: 19 out of all 20 eukaryote organisms where correctly put into cluster 1 and for 

Prokaryotes: 68 out of all 88 prokaryote organisms where correctly put into cluster 0 

Figure 11: Dendrogram based on kingdoms to find number of clusters to be interested in 
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The second experiment was done with 5 clusters of the kingdoms that the organisms 

belong to. We can see that hierarchical clustering was able to group organisms into 5 kingdoms 

based on their metabolic pathways a bit worse than into empires but still well. For Animalia: 4 out 

of all 7 animalia organisms where correctly put into cluster 6. For Bacteria: 85 out of all 88 

bacteria organisms where correctly put into cluster 1 or 2. For Chromista: 1 out of all 2 chromista 

organisms where correctly put into cluster 5. For Fungi: 2 out of all 2 fungi organisms where 

incorrectly put into cluster 0 and should be in cluster 3. For Protozoa: 9 out of all 9 protozoa 

organisms where correctly put into cluster 0 

 

  

Figure 12: Reduced the feature dimension to 2 dimension using tSNE for 2 clusters 

Figure 13: Reduced the feature dimension to 2 dimension using tSNE for 5 clusters 
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The final experiment was constructed around the types of the cell walls- gram positive, 

gram negative and gram variable (as miscellaneous). A dendrogram was constructed to identify 

the number of clusters requirement: 

 

Figure 14: Dendrogram based on cell wall type to find number of clusters to be interested in 

After the hierarchical clustering into 3 clusters, the observation was: 

gram-negative: 69 out of all 79 gram-negative bacteria where correctly put into cluster 1 

gram-positive: 8 out of all 8 gram-positive bacteria where correctly put into cluster 0 

gram variable: 1 out of all 1-gram variable bacteria where incorrectly put into cluster 0 and should 

be put into cluster 2 

 
Figure 15: Reduced the feature dimension to 2 dimension using tSNE for 3 clusters 
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Chapter 3 

Results 

3.1 Understanding the Clusters 

The construction of the bacterial phylogenetic tree by Jonathan Eisen [15] was used as a 

reference guide to help understand the clustering hierarchy of the organisms in the dataset.  

 
Figure 16: The Bacterial Phylogenetic Tree [15] 
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3.2 Genus- Escherichia 

 
Figure 17: 9 out of 10 bacteria from that cluster are indeed from genus Escherichia 

 

On comparing with the original dataset the results were confirmed: 

 

 
Figure 18: Dataset of Escherichia from BiGG models 

Also all of the bacteria in this cluster marked in Figure 19 are in phylum - Proteobacteria all the 

way down in hierarchy to genus - Escherichia 

 
Figure 19: Phylum Proteobacteria cluster 
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There are some Bacteria in the cluster can’t be appropriately separated on any level up to phyla 

where bacteria belong to phylum: Proteobacteria, Actinobacteria, Firmicutes, Cyanobacteria, 

Thermotogae 

 
Figure 20: Unclear Phylum 
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Chapter 4  

Discussion  

4.1 Limitations 

This method requires a creation of embed graphs called feature vectors in order to form 

groups based on similar attributes. There can be more statistical methods applied for generating 

this vector set. The standard deviation, the mean and the kurtosis are the only standard 

benchmark techniques used here. More the feature set, the better the clustering algorithm would 

predict the clusters.  

A further limitation for scaling the feature set and having a well-defined feature 

engineering technique is needed. The Machine learning algorithm just sees number — if there is a 

vast difference in the range say few ranging in thousands and few ranging in the tens, and it 

makes the underlying assumption that higher ranging numbers have superiority of some sort. So, 

these more significant number starts playing a more decisive role while training the model. In this 

approach the usage was limited to only Min-Max Scalar which just averages based on the outlier 

values. Hence a better approach for feature scaling could be used like a Absolute Maximum 

Scalar and Unit Vector Scaler that helps the outliers to be smoothened for avoiding high variances 

in the dataset.  

4.2 Future Work  

The fact that the method relies on a training set means that roughly some of the phylum 

of the outcome variable are still not concluded in the clusters due to the lack of adequate training 

data sets and proper feature engineering. One remaining step of this project, therefore, is to 

expand the development to including different clustering techniques- Density Based Clustering 

(DBSCAN) or an Ensemble Clustering technique involving multiple clustering methods. These 

categories are likely rare within the dataset and thus they could not be located by searching the 

dataset for keywords related to the phylum. It is possible for some of these categories there are 

not enough datasets deposited in the dataset at all and that the amount of required data to build a 

classifier is not publicly available at this time. 

In addition, to expanding the training set to include the currently unclear categories, more 

samples from the minority categories (i.e. those that do not yet contain more data points in the 
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training set) should be included in order to achieve balanced input data, which may increase the 

accuracy of these categories. 

Finally, a more balanced representation of the bacteria from each source within the set of 

bacterial genomes from the dataset that are used to create the input features may also lead to 

improved accuracy. Bacteria that have been more frequently studied like the phylum Escherichia, 

have a higher representation in this database and accordingly, more of these categories were 

annotated for inclusion.  

4.3 Conclusion 

In the Figure 21 clusters with its members genus – Escherichia (blue) were identified. 

Also, cluster with its members genus - Shigella (black) was identified. For the bacteria on the red 

branch the clusters with its members could not be identified that belong to same group on any 

level in Linnaean Taxonomy (red). Additionally, the clustering with avg. shortest path feature was 

performed but the results did not improve compared to the baseline 

 

Figure 21: Clusters Identification 
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