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Observation
This entire document is written in Maple 16; its related PDF file will be generated depicting the 
construction of a 4th-order accurate mimetic divergence, thus matching Appendix J of [3]. However, 
the interested reader can download this Maple worksheet, make necessary changes, and produce the 
appropriate tailored results:

Please state the required order of accuracy (an even integer number, greater or equal than 2):

4
Please state whether you want a gradient (0) or a divergence (1):

1
Thanks.

1. Introduction
In this work, we present an algorithm for the construction of higher-order one-dimensional Castillo-
Grone mimetic gradient and divergence operators. The creation of this algorithm is motivated by the 
development of an Applications Programming Interface for the implementation of Mimetic Finite 



Differences. Section 2 presents each section of the algorithm, as well as the results they yield, given 
an even order of accuracy . Section 3 presents a set of concluding remarks, as well a reference to the 
existing subsequent research.

In 2003, Castillo and Grone [1] explained the construction of higher-order mimetic gradient and 
divergence operators that satisfy a discrete and extended form of Gauss' Divergence Theorem. This
explanation is referred to as the  Method. Runyan and Castillo [2] presented a 
similar approach for constructing mimetic operators. This second explanation is referred to as the

 Method (CRM). Although very descriptive, these works lack the definition of an 
algorithm that can be used, directly and unambiguously, to automate the construction of mimetic 
operators of any desired (even) order of accuracy. Furthermore, both works lack the description of 
their respective methodologies to construct gradient operators, since they only exemplify the 
construction of divergence operators. Both methods are condensed in [3].

In this work, we present an algorithm to construct higher-order mimetic gradient and divergence 
operators. We start by generalizing the CRM, thus creating the Castillo-Runyan Algorithm for the 
construction of higher-order mimetic gradient and divergence operators. We take the liberty to make 
minor improvements upon the original methodology presented in [2] (see Section 2). We also 
explicitly explain the restrictions of the CRM when dealing with higher-order mimetic operators. In 
Section 3, we explain how these restrictions motivate a modification of the CRM that approaches the 
problem of constructing higher-order mimetic operators from the perspective of constrained linear 
optimization, which is the focus of [4].

2. An Algorithm for the Castillo-Runyan Method
The construction of a mimetic differential operator by means of Mimetic Finite Differences (MFDs) 
borrows some ideas from Standard Finite Differences as implemented on a staggered grid-also called 
Staggered Finite Differences (SFDs). Specifically, the construction of the mimetic 

same as in SFDs. The difference arises in the treatment of the boundaries.

2.1. Approximation at the interior points

Mimetic differential operators approximate their continuous counterparts, with given an even 
order of accuracy:

4
Observation: In the previous code snippet, the Maple interface was configured to always display 
structures of a size proportional to the order of accuracy.

The next step is to compute the approximation at the interior. This implies computing a collection 
of coefficients approximating the derivative using the surrounding neighbors of a given point, or, 
specifically:



Node, in the case of the gradient.
Cell center, in the case of the divergence.

In the following image, nodes are denoted as vertical lines, whereas cell centers are denoted as 
yellow circles:

Such image also summarizes how the results of these mimetic operators are bound to this grid.

Taylor-expanding around a given point on our staggered grid, and solving for the coefficients that 
approximate the first-order derivative as both the gradient and the divergence intend to, can be 
achieve by means of Vandermonde matrices, and what we call an order-selector vector. In 
order for us to generate the correct Vandermonde matrix, we need to generate its generator 
vector, which will be constructed based on the spatial coordinates of the neighboring points we 
intend to consider in the Taylor-expansion, for the current point of interest. The generator vector 
is created as follows:

As it can be seen, the latter result gathers the coordinates of the neighbors of the point we intend 
to Taylor-expand on. The related Vandermonde matrix, along with the order-selector vector 
required to compute the values of the coefficients approximating the first-order derivative, with a 
-th order of accuracy, is constructed as follows:



These three results include: the generated Vandermonde matrix, the form of the order-selector 
vector, and the computed set of approximating coefficients, which have been gathered within a
stencil vector.

2.2. Approximation at the boundary points

The main difference between the Mimetic Finite Differences (MFDs) and Standard Staggered 
Finite Differences (SFDs) approaches is the treatment of the boundaries. This must be the 
case, since we intend for our mimetic operator to comply with the following extended form of 
Gauss' Divergence Theorem:

Such an expression, when considered in a one-dimensional domain, boils down to the the 
following result, for :



2. 2. 

1. 1. 

From the latter, we claim that a given discrete differential operator is mimetic if and only if it 
complies with the following conditions:

For the gradient ( ), we require:

For the divergence ( ), we require:

We will refer to the previously stated conditions as the "mimetic conditions" for each 
operator.

Based on a decision parameter , we will compute either a gradient ( ) or a 
divergence ( ):

1

Since we are interested in approximating a derivative at the boundaries, we must start by 
computing the Vandermonde matrices at these points. Clearly, this process depends on 
whether we are interested in either a gradient or a divergence, because they are evaluated at 
different points within the staggered grid. As in the previous section, we start by defining a 
generator vector:



The previous vector is the generator vector for the first Vandermonde matrix approximating 

the derivative at the first boundary point. As it can be noticed, we must compute  

approximations, as stated by the CRM. In the algorithm we want to build, we will only 
construct as many as the dimension of the kernel of the first Vandermonde matrix 
approximating the points at the boundary. This number depends on the operator we want to 
built, and it is computed as follows [3]:

1
Observation: The previous snippet of code should make it apparent to the reader that every 
section of this algorithm should not rely on a conditional, but on including the parameter  in 
their description. For example, in the previous snippet of code,  could be defined as 

. However, since the creation of this algorithm is motivated by its inclussion on an 

API that implements it, we believe it is important to maintain the instructions for the 
construction of each operator separated, so that we can implement them in this API, in 
different classes.

Once we have computed the dimension of the kernel of the first Vandermonde matrix 
approximating the derivative at the boundary, we proceed to compute them all. However, since
we are not interested in storing such matrices, once we compute each Vandermonde matrix, 
we will define a fitting order-selector vector, that would allow us to compute the desired 
stencil. The first Vandermonde matrix will be computed using the previously built generator 
vector:

Since the successive Vandermonde matrix intends to approximate the derivative at the next 
boundary point, it is the clear that we should shift the entrances of the aforementioned 
generator vector by 1. Doing so will yield the appropriate generator vector for the next 
Vandermonde matrix approximating the derivative at the immediately adjacent boundary 
point. In summary, per each one of the  boundary points, we will generate a Vandermonde 
matrix, use it to solve for the stencil, and then shift the entrances of  by one, thus paving the 
way for the next iteration. Such approach is implemented in the following code snippets:

Generate the order-selector vector  and create a copy of the initial generator vector :



Create the array of Vandermonde matrices ( ) just to see them, but these are not required to
be stored. We store the computed set of "pseudo rows" ( ) of the desired operator. 
However, as explained in both [2] and in [3], these solutions will not be unique, but they 
will depend on a linear combination of the vector of the kernel of each one of the created 
Vandermonde matrices. Based on this, we will instruct the Maple solver to label these 
parameters as  each. We can then store an evaluation of each computed row, assuming 

. After we have stored all of these computed "pseudo rows", we will proceed to 
explicitly compute the kernel of the first Vandermonde matrix. The loop solving each 
pseudo row now follows:





The previously computed set of pseudo rows are particular instances of the generalized 
solution provided by Maple, in terms of a linear combination of the vector of the kernel of the 
matrices, as we already explained. We must now generate this kernel. However, given the 
nature of the  Vandermonde matrices stored in the  array, they will all posses the same 
kernel. Therefore, we impose the convention of computing the kernel of the first Vandermonde
matrix:

At this point we already have a collection of pseudo rows and the elements of the kernel that 
will eventually define the real rows of our matrix operator. However, we need to impose the 
respective mimetic condition for the operator being computed. For this we pay attention to the 
discrete analog of the previously discussed continuous mimetic conditions, as follows:

In the case of the gradient, we have, in the continuous world, the following requirement:

In order for us to understand the discrete analog of such condition, we must introduce the 
following notation:

(1) Let  be the discrete counterpart of . Let  be the number of cells in our staggered grid, 
caused by the selection of .
(2) Let .
(3) let  and  be the discrete gradient operator we intend to compute, and the discretized 
scalar-valued quantity we want to compute it for, respectively. The discrete counterpart of the 



mimetic condition for the gradient becomes:

Analogously, we can state the following discrete counterpart of the mimetic condition for 
the divergence operator:

If we consider, for example, that , then our goal is to compute the rows of 
the divergence such that: . As suggested in both [2], and in [3], we 
focus on the set of rows of , which can be thought of as the total set of rows of a submatrix  
to . Since , we are then forced to request that the column sum of our desired 
operator equal -1, for the first column, 1 for the last column, and 0 everywhere else.

However, when assembling such system of equations, we wee that such system has no solution
[1], [3]. The same argument can be directly applied to the gradient operator, so we are forced 
to consider weighted inner products, instead of the standard inner products we choose to 
describe the discrete analogs of the continuous mimetic conditions. Based on this, we consider 
the following  mimetic conditions:

For the gradient:

For the divergence:

Where  and  are strictly diagonal, positive-definite weighing matrices. When considering 
the submatrix approach previously explained, our problem is now slightly different: we must 
now compute the correct weights that would allow us to impose the mimetic conditions 
required in each operator. And, once again, these should be strictly positive.

Considering the sub matrix approach, forces us to first consider the dimension of this 
submatrix we want to compute. Again, let  be this matrix, then:



,
where  denote the values contained in the stencil vector computed for the interior cells. 

According to [3], . Therefore, we must assemble a system of equations to 
compute these weights, in which we consider our pseudo rows, and some extra information 

that would allows us to make up for the remaining  rows. Let  denote the matrix within 

this system, which intends to include the pseudo rows, as well as this extra information. It 
turns out that this extra information is given by the values computed for the interior cell; that 
is, the elements of . In the original CRM, the loop computed the pseudo rows, would not stop 

after  or  iterations, but after  iterations, yielding, as pseudo rows, instances

of . Therefore, we use these already known values, and we extend our matrix to built with the 
information from the kernel we have already computed. In summary, the construction of this 
matrix, is done as follows:





The treatment of the previous matrix, when higher orders are considered, will be the 
cornerstone of a proposed refinement to both the CGM and the CRM [4]. For now, let us 
concentrate on the right-hand side that is required to complete the computation of the weights. 
Since we are thinking about computing the rows of a sub-matrix to our operator, we want to do
it in a way that the column sum of this submatrix equals those values, such that, when inserted 
into the final operator, they will fulfill the mimetic condition: . We 
construct such vector, using the values of the stencil vector, as follows:

A symbolic depiction of the system to solve can be easily rendered through the following 
snippet of code:



In the end, computing the weights can be done as follows:

At this point, we must pay attention to a very important issue: It is nothing but mere fortune 
that all weights are strictly positive, but that is just the case until we reach 8th-order accuracy 
for the divergence, and 10-th order accuracy for the gradient. When we reach these orders of 
accuracy, negative weights start to arise.

2.3. Assembling the final matrix

The final step in the algorithm is to compute the final matrix implementing the operator. For 
any application of this algorithm, it is better not to compute a matrix, but merely the collection 
of values that unequivocally define the approximation coefficients at the boundaries, and at the
interior of the discretized domain. However, just to give a completion to this document, we 



1. 1. 

2. 2. 

will assemble a matrix-formatted discrete differential operator with a minimum size so that the
values at the boundaries do not overlap.

The first step is to extract the scalars that have been computed within the weights vector:

The final step is to compute the individual rows of the sub-matrix A, which contain the special 
rows treating the boundaries, within the objective operator. This final step is divided into two 
parts:

Solve for the -values:

Use the -values to solve for each row within the sub-matrix, using the  matrix as the 
starting point:



Once the sub-matrix  has been created, it is just of matter of applying the proper permutation 
to it, thus creating its correspondent sub-matrix for the east boundary, which will complete our
required operator, since every instance of the operator will possess both matrices, as well as 
iterated instances of the stencil vector, all divided by the proper scaling, based on the grid 
chosen step size for the discretization.

3. Concluding remarks and directions for future work
In this work, we have presented a general algorithm implementing the Castillo-Runyan Method for 
the construction of higher-order mimetic differential operators. This algorithm allows for the 
construction of any operator (Divergence and Gradient), starting from a given even order of 
accuracy, . The added value to this report, is the fact that it has been written in Maple 16. Therefore, 
every single typed result comes from the execution of this very same Maple work sheet, thus 
validating the approach hereby presented.

Future work will be based on presenting a modification to this method, to explicitly address the 
constraint that . That is, to explicitly impose the constraint that all of the computed weights 
should be positive-definite. In [1], it is stated that an scheme to compute "optimal weights" is yet to 
be studied, thus unveiling the consideration of the existence of "optimal weights".

In [4], the authors tackle this problem by presenting a modification to the CRM based on constrained 
linear optimization. This modification yields a CLO-based algorithm, where the weights are 
computed as the solution of a residual minimization linear constrained optimization problem. Such 
approach allows to use the Simplex Method, to solve for such weights, while explicitly taking into 
the account the aforesaid constraint.
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