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FINITE VOLUME DISCRETIZATION OF FLUX-DIVERGENCE IN
MAPPED GRIDS WITH EMBEDDED BOUNDARIES

DAVID BATISTA*

1. Introduction.

The objective of this work is to construct a finite volume-based scheme for approx-
imating the average of the divergence of a flux, (V - F'), in curvilinear, non-boundary
conforming grids, a case that we call: Mapped Embedded Boundary Method.

The two main contributions made are, first, the construction of an explicit formula
for calculating multi-dimension derivatives of product of functions, VP(F @), that
allows us to do a detailed mathematical analysis of our approximating formulas while
providing us with an efficient way of computationally evaluate VP (F G). The second
one is a mathematical proof of how, for these finite volume-based type of methods,
just by taking Taylor expansions of fluxes we can obtain a conservative, high-order
scheme but not a freestream one. On this regard, we show that integrals of rows of
the matrix IV associated with the mapping, X, and given by:

(NT)pg = det((VeX)(p | €7)),

where A(p | ¥) is the matrix obtained by replacing the p ** row of the matrix A by
the vector ¥, € ¢ denotes the unit vector in the d ** coordinate direction; have ” always”
to be computed the right way in order to get a freestream preserving scheme. This is a
general result that applies for the Cartesian Embedded Boundary and Mapped Finite
Volume methods as well as for the Mapped Embedded Boundary method discussed
here.

Finally, numerical results show that the schemes obtained are conservative, free-
stream preserving, and produce high-order approximations of (V - F') in two and three
dimensions.

2. Preliminaries.

Let X be a smooth map from the computational space [0, 1]” to the physical
space Q C RP,

X:[0,1P — QCRP,

€0, 12, X(&) = (X1(), ..., Xp(€))" =2 € Q C RP and D represents the
dimension of the spaces.

An irregular domain € is discretized as a collection of control volumes (CV), V;,
obtained by intersecting € with non-uniform, topologically cube (3D)/square (2D)
grid cells. These non-uniform grid cells are considered to be the image over the
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2 D. Batista

smooth mapping X of cube/square grid cells defined on the computational space.
Thus:

X(Vi) = X(T:) N Q,

where T; = [(1 — %u) h, (i—|— %u) h], i € ZP, h is the mesh spacing, and u is
the vector whose entries are all ones.

Each CV is classified as: outside C'V, if it is a control volume that does not inter-
sect Q (X(T1;) N Q = 0); inside CV, if it is a control volume completely contained in 2
(X(Y;) N Q=X(Y,)); and irregular CV, if it is neither an inside or outside CV. This
classification of control volumes will also be used in the case of a Cartesian grid, that
is, we will have outside, inside and irregular control volumes in the computational
space as well as in the physical space. Furthermore, it is assumed that X establishes
a correspondence between control volumes of the same type.

An embedded boundary (EB) method is an algorithm developed for solving par-
tial differential equations (PDE’s) on complex domains discretized by a set of CVs.
When the discretization of 2 doesn’t have irregular CV’s we say we have a boundary
conforming mesh and a Finite Volume (FV) algorithm for solving PDE’s.

The particular case when the control volumes are cubes/squares, (Cartesian EB
method or Cartesian FV method) is obtained by taking X to be the identity map,
that is,

Vi=71,NQ

We show how to construct high-order, multi-dimensional, conservative, free-stream
preserving, finite volume-based approximations for calculating the average of the di-
vergence of a flux in a curvilinear embedded boundary setting. This formulation is
quite general and schemes for all other cases namely, Finite Volume, Cartesian EB,
and Mapped FV, can be obtained from it while preserving/inheriting all its conser-
vative properties and accuracy.

3. The basic equation for the average of the divergence of a flux.
By using the chain rule, Cramer’s rule and the equality of mixed partial deriva-
tives, the divergence of a flux, V, - F, in the physical space can be written as ([1])
1 T
V- F= jvg - (N*F), (3.1)
where J = det(VeX), (NT),, = det(VeX)(p | €9)), A(p | ¥) is the matrix
obtained by replacing the p ** row of the matrix A by the vector #, € ¢ denotes the
=F(

unit vector in the d ** coordinate direction, and F(z) = F(X(¢)) = F(¢).

We would like to discretize/approximate the average of the divergence of a flux,
(V- F).
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Let’s consider an irregular control volume, X(V;) C Q, and the corresponding
irregular control volume, V;, in the computational space. From (3.1) it is obtained

/ Vx~Fdx:/ Ve (NTF)dE,
X(V;) Vi

and, therefore, (V, - F) is given by

S (NT
] /Vi’v5 (NTF)de, (3.2)

We'll focus on discretizing the integral on the right hand side of (3.2), since

1
XM= 5 [ Ve WTRae,

when taking F(§) = X(¢).

From the divergence theorem applied to the integral on the right hand side of
(3.2) we get

Ve (NTF)de=)"

D—-1
d=0 +=+,—

<,

Ai are the coordinate faces of the control volume V;, Agp is the surface obtained
by intersecting the domain with the Cartesian cell number i, and 7 is the normal
vector to Agpg.

(NT F)ddA§+/ (NTF)-nd¢  (3.3)

Vi 4 AgB

4. Discritizing equation (3.3).

In this section we present one of the main contribution of this work which is
proving, mathematically, why by using just Taylor expansions on equation (3.3) we
can get a high-order scheme but not a freestream preserving one. A way of fixing this
problem is proposed.

In (3.3) we have written the integral f% Ve - (NTF)d¢ over the whole control
volume V; in terms of integrals over its boundary, 0V;, and thus, the accuracy of our
resulting scheme will depend on how precise our approximations of these integrals are.
For achieving the desired high-order accuracy we use Taylor expansions of the vector
function N7 F.

For the sake of conservation, we Taylor expand N7 F in the integrals over Ai and
Agg, about the face centroids &, and £gp, respectively, to get
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D—-1
v F)d + VP(NT F)a(ed)dA
/w . = > /Aiwzl@p,@ €Y VPN F)a(ed) dAg
1 D—1
+ / > (€ —&mp)" {Z VP(NT F)o(€mp)fs| dAc
App o< |p<p P s=0
+0 (hP+D) (4.1)

We will denote by I4 the integral over AL and by Irp the integral over Agp.

On the other hand, the multi-dimension derivatives, V?(NT F)4(¢), can be com-
puted using the exact formula (see section 5.2):

VP(NTF), Z > K VPR () VINE (), (4.2)

J=0 0<]q|<|p|

Expression (4.2) is obtained by combining ideas from the Binomial theorem and
combinatorics and its importance is two folded: (a) it provides us with a tool to math-
ematically manipulate expression (4.1) and (b) it allows us to easily and efficiently
evaluate VP(NT F),(€).

To simplify the notation, we re-write equation (4.2) in a compact way as
VP(NTF)() = Y K VPR, NS(©), (4.3)

ji=0,..., D -1
0<\<1\<\P\

where VP~44(F;, NI;)(€) is equal to the product VP~9F;(&) VIN[(€). K, is the
number of multi-indices ¢ contained in p.

Then, the integral Ii can be written as:

e[ Y Se-er X KV, NED 4

= / > e—ely X KV, NE(ED dAe

A agppisr A= hizin -1
1 D—-1
+ /A S L(e—elyr Y Fied) VENT, (€d) dAe (4.4)
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The integral Igpp can be written as follows

1 - N
/ Le—eony S0 K,VPUUE, NI (Es)| i dAe
AEB s=0 1<\p|<pp j=0,...,D—1
0 < lal <lpl -1
1 D—-1
/ ﬁ(f_fEB)p Fj(fEB)VpNSTj(fEB) fis dAg (4.5)
AEB s=0 | 0<|p|<P 3=0

By substituting (4.4) and (4.5) into (4.1) it is obtained
/ Ve (NTF)d¢ = (4.6)
v,

i/A 3 %(5—51)1’ S KVUR, NLED) dAe (46.)

D—1
1
+ (e- €y Y Fie VN (ehaae (1.61)
A% o<ppi<p P! =0
D—1 1
* / Z 7(5_€E3)p Z vapiq'q(Fj,NsTj)(fEB) fls dAg(4.6.¢)
s=0 VABB |i<p|<p =0 Do
L 0<|ql <pl—1
p-1[ 1 D—-1
+ > S (€—€mB)" > Fi(Ern) VPN (Srp) | RsdAe (4.6.d)
ApB =0 |o<|pi<r P paard
+ O(h"*P)

Let’s examine (4.6.b) and (4.6.d).

D—1 1
(4.6.b) = Fied) / 5 ¢hyp Vde;(fi) dAg
=0 AL o<)pi<p P i
D—1 1
= Fi(¢d) / 5 L) VPN; a(€4) dAe
=0 AL o<)pi<p P i
D—1
_ F. L dA 4.7
_J@ /A 52 Nja(€) dAg (4.7)

where Tgtt N; a(€) is the P-th order Taylor polynomial of N, 4 about 4.
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Analogously, (4.6.d) is equal to

D—1
o) = X |Fion) [ (12, 8,000 5 (4.8)
j=0 AEB 5=0
(4.7) and (4.8) are the freestream destroyers, as it is explained next.
By substituting (4.7) and (4.8) into (4.6) it is obtained:
/ Ve (NTF)d¢ = (4.9)
Vi
D—1 1
3 /’ Se—gly Y KT N dAe (49.)
d=0 += A;t 1<\p|<P i=0,..., D-—1
0 < lal <lpl -1
D—1
+ YD [T N i (4.9.)
j=0 Ag
+ Z / (5 —&ep)’ Y K VPR, NI (Een) | s dAg(4.9.0)
AEB 1<\p|<P j=0,...,D—1
0<|ql <|pl—1
D—1
+ Z |: gEB) / Z TEI;B NJS(5)1| Ns dA5 (49d)
AEB s=0
4 O(hP+D)
Suppose F(§) = C is a constant flux. If derivatives VPF; are approximated
appropriately, i.e. by using a linear combination of values of Fj, >, - ;- au F? , such as

> kex @k = 0 then, (4.9.a) and (4.9.c) are equal to zero, because sums over [p| start

at 1. Thus, (4.9) becomes:

| Ve vTRyag-
Vi

D—-1 D—1

C;

Z /d gd Nja(§) dA¢ +
T A

—0 d=0 AEB =0

<.

Df (T&,, N;o(©)) s dAe

Obs: The error term O(hPTP) in equation (4.9) is equal to zero because it is

proportional to some derivative of F, and F is constant.

Since, N;q(§) = T;i N;a(&)+O(hP*1) and N; (&) = Tg;B N; (&) +O(RFHL), we

get
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D—-1
/ Ve (NTF)dE=)" + O(hP+P),
Vi

=0

/ Ve (Nje)d§
Vi
where N o is the row j of V.

Since each row of N is divergence free (which can be checked by direct computa-
tion), we finally get,

/ Ve (NTF)dé=O(R"*P), (4.10)

Vi

Thus, we fail to satisfy the freestream preserving property because we are calcu-
lating integrals fAi Nja(§)dAg and [, (N(§)-n); dA¢ inappropriately, namely, by
using Taylor expansions. By doing so, the condition that rows of N are divergence
free is not fulfilled which introduces an error of order O(hf*P) into the formulation
that, otherwise, would be freesteam preserving already (in terms of flux calculations).

This analysis is not restricted to the mapped-EB case. In fact, it is a very general
result that works for the Finite Volume, Mapped Finite Volume, Cartesian EB, and
Mapped EB methods.

Figure 4.1 shows an example of this phenomenon. We have implemented a
Mapped FV, second order version of equation (4.9) and tested it for a constant flux.
As predicted, we do not get exact zero but an error that, in this case, is second order.

In order to get a freestream preserving scheme we proceed as follows.

Going bak to (4.9), let’s substitute the approximate values fAi T£ N;ja(§) dAg
D— .
and [, st (TEPEB st(g)) fis dA¢ by the exact values fAi N; (&) dAg and
Ja,, (N(€)n); dAg, respectively.

As seen in (4.10) this introduces an error O(hP*P) but, the error in (4.9) is
O(hF+P) thus, the total error doesn’t change.
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—o=Max
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Fi1Gc. 4.1. No freestream preservation for the Mapped F'V case. Left: boundary conforming
curvilinear grid, right: error obtained. This error is different than zero and, therefore, the scheme
is not freestream preserving

Then,

Ve (NTF)d¢= (4.11)
Z [4 f gi) Z vapiq’q(Fj, Ng;)({i)dAg (411&)

(4.11.b)

X [T Gty 3T K, N e | edds

(4.11.¢)
+Z[ (ées) - (N(é)ﬁ)jdAg] (4.11.d)

+O(h"TP)

When | Agp | goes to zero, (4.11.c) and (4.11.d) also go to zero because they are
integrals over Agpp and we recover formulas in [1].

As a summary: right after applying the Divergence theorem to the integral in
(3.2) we have taken Taylor expansions of (N7 (£) F(¢))q in (3.3). By using the exact,
new formula for calculating multi-dimensional derivatives (equation (4.3)), we have
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rearranged terms to show that integrals of the divergence of rows of N have ”always”
to be calculated in an appropriate way for guarantying freestream; a computation that
was hidden in the formulation. Thus, computing the integrals [ Al N;q(€) dAe and

S Aps (N(&)n); dA¢ appears in a natural way. For a given control volume V;, equation

(4.11) provides an explicit formula for computing the integral f‘/i Ve (NTF)d¢ up
to any order of accuracy.

The standard Finite Volume case is obtained when having a boundary conform-
ing, Cartesian grid. In this scenario the map, X, and, therefore, the matrix, IV, are
the identity operators. The integral [ ad N; (&) dAg is either zero or equal to | A |

and the divergence free condition of the rows of N gets trivially satisfied thanks to
the topological symmetries of the problem. For all the other cases, we have to calcu-
late the integrals fA‘i Nja(§)dAg and [, (N(€)n); dA¢ in an appropriate way. In

section (5.3) we show how to do so using the ideas presented in [1].

5. Implementation of equation (4.11).

In this section we show some details about the implementation of formula (4.11),
specifically, we show how to compute integrals of the form [ Al (&= &) PdA, or mo-

ments, how to compute multi-dimension derivatives of product of vector functions,
VP(NT F)4(€), and how to calculated the integrals fAi NjadAgand [, (Nn);dAg

in order to get freestream preservation.

5.1. Computing integrals of the form fAi (& — &) PdA.

Integrals of the form

/gd &N g dA= | erdA, (5.1)
=+

A
where € = (g(]a 51; T §D—1) € RP and p= (p07 P1, - pD—l) € ND is a multi-

index, are called "moments”.

The region A‘i is given by: Z‘:it = T(A1), where T(§) = £ — €¢ and ¢° € RP
is the center of the control volume V; that is, moments are calculated using local
coordinates, where the center of the cell is taken to be the zero vector.

The integrals (5.1) are already computed and we will use them to calculate

[ - raa (5.2)
A

d
+

for any given &, € R? and any p € N”. Integral (5.2) appears when we Taylor-
expand fluxes during the discretization process.
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Adding to and subtracting from the integrand in (5.2), the vector £¢, we get:

[ e-raa= [ coere-gra- [ crarid 6

i AL i
with ¢ =& — £ and & = £° — &.

Now, by definition, ({ + &;) P is written as

C+&)? H G +€) (5.4)

where each factor can be computed as follows

Grenm =3 (B)g e (55

k;=0

Combining (5.5) and (5.4) it is obtained

c+enr =11 (Z (ij) G (€) pﬂ'"“j) (5.6)

§j=0 \k;=0

After algebraic manipulations, (5.6) can be written as

p1

crearr=3 ()i [Z (1) ey [

ko=0 k1=0
PD-1
l Z <i§—1> (5113_1) pp_1—kp—_1 |:<0k0 Clkl CDkffl} ] H (5.7)
kp_1=0 -

Integrating (5.7) over ﬁi produces

bt (i) b e Li (5 by [ .

/ ((+&)PdA = Z
£ PD-1 . B
LDZ;_O ( ] ) (€p) Pomr e [ /A GGy aA

kp_1

or, equivalently,
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/A (€ —&)Pdd= Z (pZ) (&) Pohe [i (Zi) (ﬁ)m—kll...

ko=0 k1=0

PD-1
l Z (iDl) (ng—l) po-1=kbo l/~ Coko <1k1 CD ot dA
kp_ =0 VPl Ay

As we can see in (

5.8), for a given j, 0 < j < D — 1, each of the sums is of the
form

Pj
s = 3 (1) -6 7 (s
J

]i}j =0

For j = D — 1 we have that

PD-1
SumD—l _ Z (Zii) (_510)71) pPp—1—kp_1 [/g , Coko Clkl . CD D1 1 dA
0 - +

kp-1=

Expression (5.8) has been implemented recursively, finishing the recursion when
j = D —1, by asking for the (already computed) moment fgid CoFo ¢ fr - gff’_D{l dA.

The case

/ (€~ €0) P (€ — vo) TdA,
"

with &, &, vg € RP and multi-indices p, ¢ € NP, appears when Taylor-expanding
the normal vector, 7, in (4.11) and can be calculated according to:

/Ai (E—=&)P(E—w) 9dA = Z (k0> (&) Po— ko[i (Zi) (€h) pl—kllm

k1=0

& (@ [ £ (@) ]

r
T‘[):O 0

dD—1
l Z <qD 1) 1 L)) ap-1TToe l/g ) Cok0+m Clkﬁ-n CDkf)f1+TD—1 dA
£

(5.9)
with ¢ =& —£°, & =£° — o, and v1 = £° — 1.
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5.2. Computing multi-dimension derivative V?(N7 F),(¢).
We will denote the multi-dimension derivative of the product of two functions, F
and G, by
VP (F(z) G(z)), (5.10)

where F, G: RP — R are vector functions and p € N is a multi-index indicating
the derivatives to be computed. For instance, the derivative

9> 0
922 9y (F(x)G(x)), (5.11)

is denoted by expression (5.10) with p = (2, 1).

Inspired on the Binomial theorem and by using combinatorics we will write an ex-
act formula to compute (5.10) for any dimension D € N and any multi-index p € NP.

First, suppose the simplest case D = 1.

Let’s compute, for instance, the derivative 5‘9—; (F(x)G(x)). By direct computa-
tion and after grouping terms, we get:

ok O3F 0%F 0G OF 092G PG
Y (roy=22 or o ol
(FG) 0x3 G+36:c2 ox + Oz O0z2 + ox3’

which, written in the form (5.10), is equal to:

V3(FG)=V*FV°G+3V FVIG+3VIFV?G+ V' FV?G,

or,

VP (FG) = chvv%uwﬂa (5.12)

0<q<p
with p = 3.

As we can see, (5.12) looks exactly like the Binomial theorem, where (Z) counts
how many distinct g—elements subsets, or g—subsets, we have in a set with p ele-
ments, or a p—set.

Now, let’s compute (5.11). This is equal to:
vEY (FG)=vED pv00 G4 2vt D) pyt0 Gy

v Py g yov®h0O py®h gy
VOl pyE0 g v pyE g
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or,

VP(FG)= > K,V 1FVIG, (5.13)

0<|q|<|p|
with p = (2, 1) and |p]| = ZJD:Bl pj. Here, in general, K, # (5). Therefore,
even though (5.13) looks like the Binomial theorem, it is not equal to (5.12). The rea-
son why this happens is that, now, p and ¢ are not just numbers but vectors of integers.

For the rest of this section we will refer to a vector of integers, p = (pg, -+ ,pp—1) €
NP | either as the multi-index p or as the set p with pg elements of some type, p; ele-
ments of some other type, etc, and |p| elements in total. A multi-index ¢ € NP is a
subset of p if ¢; < p;, for every 1 =0, ---, D — 1.

In expression (5.13), K, is equal to the number of subsets, ¢, we have in p but
now, we care about the subset ¢ itself when counting for | g |—subsets of p. That is,
we don’t only have to count the subsets but to construct them as well.

Different multi-indices ¢!, ¢, with the same modulus, | ¢* | = | ¢ |, can have differ-
ent coefficients associated, K1 # Kg2. Furthermore, some multi-indices, ¢, satisfying
0 <|q| <|p|, might not be a subset of the multi-index p, e.g. ¢' = (2, 0) is a subset
of p = (2, 1), whereas ¢®> = (0, 2) is not, even though |¢' | = |¢*| =2 <3 =|p]|.

Every multi-index g and, therefore, p—gq, is unique, meaning that there is ” almost”
no redundancy in (5.13). We say "almost” because, even though ¢* = (0, 1) # ¢*> =

(1, 1), in both cases we have to compute 83—(;. The way (5.13) has been implemented

we compute VG and VG separately thus, we could still have some room for im-
provements. However, the algorithm for (5.13) works recursively over multi-indices,
calculating the derivatives VP79F and VIG only once, at the end of the recursion.
Since multi-indices are vectors of integers of length equal to D (the dimension of the
problem), the algorithm is computationally efficient.

As we mention before, we want to count subsets of a given set. Two very common
methods for enumerating the subsets of a given set are lexicographic ordering and
Gray codes, neither of which is particularly well suited when looking for a minimum
subset. These methods do not generate a sequence of subsets in which the number of
elements in each subset increases monotonically. For our particular purpose, which is
evaluating (5.13):

VP (FG)= > K, V"IFVG,

0<|q|<|p|

having an algorithm with this characteristic is important, for two main reasons:
1. Terms of the form VP(F G) appear on Taylor expansions of F'G which, in
turn, are used for discretizing flux-divergence. We use expression (5.13) for
mathematical analysis of these flux-divergence numerical discretizations by,
possibly, breaking the sum in (5.13), rearranging terms, etc. If subsets g are
generated in a monotonically increasing fashion, the resulting mathematical
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expressions can be evaluated with slight modifications (if any) of the original
algorithm for computing (5.13).

2. Subsets g are multi-indices, which indicate what derivatives have to be com-
puted. Generating them ordered by their size, | ¢ |, means that we first evalu-
ate all (if any) first order derivatives, then all (if any) second order derivatives,
and so on. We could use this fact to eliminate all redundancy when comput-
ing VP(F Q) by, let’s say, saving previously calculated derivatives and reusing
them later.

The idea of a k—subset of a set having n elements can be expressed by means
of a n—digit binary number in which exactly k of the digits are 1. When k—subsets
are enumerated before any (k4 1)—subset we obtain the so called Banker’s sequence.
We have adapted the algorithm for generating a Banker’s sequence presented in [2],
that outputs the binary representation of a k—subset. With it, we construct the
corresponding | ¢ |—subset, ¢, of p, with | ¢| = k.

5.3. Computing integrals fAi N, qdAs and fAEB (Nn); dAg.

In this section we show how to calculate the integrals

/ Nj d dA,g and (N ’fl)j dAE
Al

AgB

such as, we get a freestream preserving scheme from equation (4.11). For com-
puting [ Al NjqdAg¢, we follow the ideas presented in the Mapped Finite Volume
case [1], which are based on the theory of differential forms and the use of Poincare
Lemma. For the general case discuss here, we also have to calculate [ Asp (Nn);dAe.
For doing so, we first apply the divergence theorem on the complement, T; — V;, of
the control volume V; to write the integral over the EB-face in terms of integrals over
coordinate faces and, then, we use Poincare Lemma again. This can be done because
the mapping X is defined over the rectangular control volumes Y;, i € Z” and, there-
fore, so is the matrix V.

Any vector field ¥ = (vg, -+, vp_1)T on RP has a corresponding (D — 1)—form

w=wo(dz' AN dz® A - AdzP7H) 4 4 (=1)Pop g (d2P A dat A - A daP TR,

which exterior derivative is the D—form

dw = div(7) (dz° A dz* A - AdaPTY),
where div(?) is the divergence of .
The jt"-row of the matrix N, N; ¢ = (Nj 0, --*,N; p_1), with

Nj g = det((VeX)(d | €79)),d=0,---,D —1, defines a vector field on R” with the
corresponding (D — 1)—form:
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w; = Nj o (det Ad® A - AdeP ™)+ (=1)PE NS poy (d2® A dat A -+ AdaPT2)

Since the rows of IV are divergence free, the exterior derivative of w; is

dw; = div(Nj o) (dz® A dz' A -~ ANd2P™) =0

Now, we assume that the faces Af and Agp are or can be represented as a star-
shaped with respect to zero, where:
DEFINITION 5.1. An open set A C RP is called start-shaped with respect to 0, if
for any x € A the line segment from 0 to x is contained in A.
Therefore, according to the following theorem:

THEOREM 5.1 (Poincare Lemma). Let A C RP be a star-shaped with respect to
0. If w is a closed form on A (dw = 0) then w is exact that is, w = dn, for some n;

there exist a (D — 2)—form, 7;, such as

wj = di;
Example: In 2D the matrix N is given by

0xX, 98Xy
0&1 9&o
N:
9 Xo

Each row of NV defines a vector field. The first row, for instance, is equal to

00X, 8X1>
Noe= | =, —
> (a& 9&

The corresponding 1—form is

9 X, 9 X,
= ——d& + —— d¢&,
wo 96, &1 96 o
and

0% X4 ) 0 1
_ Az A dat) =0,
GG 06 0605 ) A

0?X

dwo = div(Ny, o) (dz® A dzt) = < :

assuming X is, at least, C2. Thus, according to theorem 5.1, there exist a
0—form, i.e., a smooth function, 79, such as
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4 X, 49X, Ino

dno
6, dé; + 96 dgo = =dno = )

96, &,

d§o + —

For this particular example we clearly see that ny = Xj.

The form 7 is not unique. In this work we follow the formulas given in [1], where
each entry, N;j4, of N can be written as:

ON_*

jd

Nia= 2L e

s=0,..., D-1
s£d
with
s 1 . —d

Ny = 5 det[(VEX)(X | ) (s | %) (5.14)
If we define Nj 4 = (N?4, Njg, - N]dd L dejl, e Nﬁfl) then, we can write

/ dedAgz/ V-NjqdAs = / dedEg—i—/ N a-ndEe
A Ad (A1) (AL)pB

:t

#

where the last equality is a consequence of the divergence theorem, (A‘:it)fAIE is the
edge of the face A4 in the s direction, and (A%)gp is the intersection of the domain
Q with A%,

On the other hand, if B4 denotes the face-complement of A% over the rectangular
control volume Y;, by using the fact that the rows of IV are divergence free and after
applying the divergence theorem, we have that:

D—1
:/ Ve (Njo)de=> " Y j:/ dedA£+/ (N 7); dAg
Ti—V; d=0 +=+,— By

AEgB

Thus

)

/A (N#);dAs = Z > /dedAg Z o+ v-J\”fjddA5

d=0 £=+,— d=0 £=+,—

/ (Nn)jdAe =
AEB
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where (Bi)f@ is the edge of the face B{ in the s direction.

The different integrals over (Ai)fp (Bi)fP and (A4)gp are calculated using
quadratures, with the convention that the same quadrature rule is used wherever the
integrals appear.

We finish this section showing an algorithm for computing N;§ when D = 3,
suitable for coding purposes, namely

s (_1)j+d
Nji= g |(-1X

6AX'm
"G

+ (-D)MX 0%y

npe| (5.15)

where k = 0 if | < s or k = 1 otherwise, m = min(dy,ds), n = maz(dy,ds),

l+#s,d, and j # dy, ds.

6. Mapped grid Embedded Boundary Method.

The resulting formula for calculating the divergence-average over the control vol-
ume V; for the Mapped Embedded Boundary case, is given by:

/V‘ Ve (NTF)de = (6.1)

* /Ad S -y Y K,vE, N dAe (6.1.)
+ .

p!
d=0 +=+,— 1<|p|<P j=0,..., D -1
0 < lal < lpl -1
D—-1 D—-1
d n s ; ~

+ Y Fed >oE N; 4 dEe +/ Nja-ndEe (6.1.b)

=0 s=0F—y _ (Ad)s A )es

s#d

D-1 1
> Le—ony 3 KNTUURS, ND)(Emr)| Ao dAe(6.1.0)

s=074e5 |1<p<p P j=0,...,D—1

0<|ql <|pl—1

D-1 D-1 D—1
- Fi(¢en) - i/ N;ddE,ng/ Nja-idEe

3=0 d=0 +=+,— s=0F=4, — (Bi)f} (Ai)EB

s#d
(6.1.d)
+ O(hP+D)
V., — (NO 1 d—1 prd+1 D—1 :
where N;q4 = (de, Nigo oo Nigo  Nigs -+ Niy ) and N7 are given by

equations (5.14) or (5.15) if D = 3.
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7. Particular cases obtained from equation (6.1).

As shown in this section, from expression (6.1) we can also obtain formulas for
the particular cases Cartesian EB and Mapped FV.

7.1. Cartesian grid Embedded Boundary Method.

The analysis presented in previous pages also holds for the Cartesian EB case,
which, after all, it’s a mapped EB problem with the mapping being the identity op-
erator.

By using formula (6.1) with N equal the identity matrix, we get the following
high-order, conservative, freestream preserving scheme:

/ Vg . de = (7 1)
Vi
D—1 1
= > —'Vde(x‘i)/ (x —zi)P dA, (7.1.a)
d=0 +=+,— 1<p<p P’ A
D—1 D—1
d T s O N
+ Y Fj(ah) i/ NjqdE; +/ Njq-ndE, (7.1.b)
j=0 s=0F—y, (Aad)s (AD)EB
s#d
D—-1 1
+> > (@ = wen) VI Fy(wpn)| s dAs (7.1.c)
s=0 ABB | 1<|p|<P
D—1 D—1 D—1
- > |Fi(zen) + i/ ;ddEz+/ Nja-hdE,
j=0 d=0 +=+,— s=0F =t — (Bdi)f; (Ahes
s#d
(71.d)
+ O(R"*P)

7.2. Mapped Finite Volume Method.

When we have a boundary conforming, curvilinear mesh, formula (6.1) produces
the high-order, conservative, freestream preserving Finite Volume method:
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/V Ve (NTF)de = (7.2)

+ /A Z l(g - 51)1) ) Z vapiq’q(Fja Ngj)(fi) dAe  (7.2.a)

D—-1 D—-1
+YFREDH [ S = N; 4 dE; (7.2.b)
3=0 s=oz—p._ Jaabsy
s#d
+O(h"P),

8. Numerical Results.

Mapped EB

In this example we have implemented a fourth order, mapped embedded bound-
ary scheme (formula (6.1)). That is, P is equal to 2 in (6.1), the normal vector has
been Taylor-expanded with a second order polynomial, and the moments are com-
puted with fourth order accuracy.

We consider the flux:

F(¢) = (2mcos(2m &) sin(2m &), 2w sin(2m &) cos(2m &),

and a curvilinear grid given by the map:

X(©) = (b0, & +28(1— &) sin(27&))"

The domain (blue region) and an example of the mesh are shown in figure 8.1.

Errors, computed in three different norms, are shown in figure 8.2. We see we
get fourth order accuracy in Lo—norm and third in Max-norm. Thus, at cut cells we
loose one order of accuracy.

We also checked for freestream preservation by considering the same topology
but, taking the flux to be constant. Results are shown in table 8.1. We see exact zero,
up to machine precision, is obtained.
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Fic. 8.1. Non-symmetric domain and an example of the curvilinear grid with 30 x 30 nodes.
The grid inside the domain is also non-symmetric with respect to the domain.
—=Max
10 L2
. 1 N 11
£ 01— —e
) 3rd Order
001 1 =3=4th Order

0.001

0.0001
0.00001 Q&%\
0.000001

0.0000001

1E-08 AN

1E-09

1E-10 :

1 10 100 1000

Fic. 8.2. Error. We have drawn third and fourth order lines for reference

TABLE 8.1
Freestream preservation

Npoints [l -1
4 888 x 10~ 16
8 4.44 x 10716
16 277 x 10716
32 1.31 x 1016
64 8.33x 10717
128 5.55 x 10717
256 2.78 x 10717
512 2.008 x 10~17
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Cartesian EB
In this example we have implemented a fourth order, Cartesian embedded bound-
ary method.

We consider the flux:

F(¢) = (2T cos(2m &) sin(27 &), 2w sin(2m &) cos(2m &),

and the map to be the identity operator, X (£) = &.
The domain (blue region) and an example of the mesh are shown in figure (8.3).

Errors, computed in three different norms, are shown in figure (8.4). We get
fourth order accuracy in Ly—norm and third in Max-norm. As before, we loose one
order of accuracy at cut cells.

We checked for freestream preservation by considering a constant flux under the
same topology. Results are shown in table (8.2), where we see exact zero, up to ma-
chine precision.

F1G. 8.3. Domain (blue region) and a Cartesian cut cell grid.



22 D. Batista

——Max
1000 L2

10 —i—L1

Error

0.1 —=3rd Order

0.001 4th Order
0.00001

0.0000001

1E-09

1E-11
1 10 100 1000

Fic. 8.4. Error. We have drawn third and fourth order lines for reference

TABLE 8.2
Freestream preservation

Npoints Il - 1l
4 4.44 x 10716
8 4.44 x 10716

16 2.22 x 10716
32 1.11 x 10716
64 6.26 x 1017
128 3.12 x 1017
256 1.73 x 10717
512 1.04 x 10°17

Mapped FV
In this example we have implemented a second order, mapped finite volume
method.

We consider the flux:

F(&) = (2mcos(2m &) sin(2m &), 27 sin(2mEp) cos(27r§1))T,

and a curvilinear grid given by the map:

X (&) =(1.7+ (0.148 &y + 0.462) cos(2m & + 0.429 sin(2 7 &),
1.66(0.148 & + 0.462) sin(27 &))"

The domain (blue region) and an example of the mesh are shown in figure (8.5).

Errors, computed in three different norms, are shown in figure (8.6). We see we
get second order accuracy in all norms: Ly, Lo, and Max norm.

For this particular example we can easily checked for conservation since the flux
is equal to zero at the boundary of the domain. As shown in table (8.3), we observe
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exact conservation, up to machine precision.

Finally, we also checked for freestream preservation by considering the same topol-
ogy but, taking the flux to be constant. Results are shown in table (8.4), where we
see exact zero, up to machine precision.

Fic. 8.5. Domain (blue region) and a boundary conforming curvilinear grid.

—o=Max
L2

f\\\ L1

1
=>=2nd Order
0.1 7 \

N
N

0.00001
Y

0.000001

Error

1 10 100 1000

Fiac. 8.6. Error. We have drawn a second order line for reference

TABLE 8.3
Conservation
Npoints | Sum of (V, - F)
4 1.78 x 10~
8 —-333x10°1°
16 —2.83 x 1071°
32 791 x 10716
64 —5.03 x 10717
128 2.75 x 10716
256 1.05 x 10~
512 1.86 x 10~
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TABLE 8.4
Freestream preservation

Npoints [l
4 2.88 x 10715
8 2.10 x 10715

16 1.16 x 10~ 1°
32 8.12 x 10~16
64 4.44 x 10716
128 2.64 x 10~16
256 0

512 1.43 x 1016

Mapped FV - 8D
In our last example we have implemented a second order, mapped finite volume

scheme in 3D.

We consider the flux:

F(&) =(2mcos(2m&) sin(2m &) sin(27 &),
27 sin(27&y) cos(2mEr) cos(2m Ea),

&)"

and a curvilinear grid given by the map:

T
X(f) = (5507 %7 é;f)

The domain (blue region) and an example of the mesh are shown in figure (8.7).

Errors, computed in three different norms, are shown in figure (8.8). We get
third order accuracy in all norms: Li, Ls, and Max norm, even though we have
implemented a second order scheme. Since the mesh is orthogonal, we think we are
getting some extra cancellations in the error term.
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F1G. 8.7. Domain (blue region) and a boundary conforming grid in 3D.

=o=Max
L2
1 a —i—L1

7& =>=3rd Order
0.1

\\
SR\

10

0.001

0.0001 \ \?
0.00001 \ ~
X

Error

0.000001

0.0000001 d
1 10 100 1000

Fic. 8.8. Error. We have drawn a third order line for reference

9. Summary.

e We have presented an Embedded Boundary Scheme in Mapped Coordinates
that is high-order, multi-dimensional, conservative, and freestream preserv-
ing.

e This formulation reduces to the scheme presented in [1] when a boundary
conforming mesh is used.

e We show why by just taking Taylor expansions we fail to obtain freestream
preservation and how to fix this, a theoretical result which is one of the main
contribution of this report.

e The second main contribution has been the construction of an exact formula
for calculating multi-dimension derivatives of product of functions.

e The analysis presented here is quite general, covering the cases Finite Volume,
Cartesian grid Embedded Boundary, and Mapped grid Embedded Boundary
as well.
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e By taking X equals the identity map, we get a Cartesian grid EB method
that is freestream preserving.

e A key factor for having a conservative scheme was to take Taylor expansions
at faces centroids.

e Key factors for having freestream preservation were the use of the new formula
for multi-dimension derivates (5.13) and the use of (Poincaré) lemma 5.1.
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