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 United States most 
powerful open scientific 
computing facility 

 Nation’s largest 
concentration 
of open source  
materials research 

Today, ORNL is DOE’s largest science 

and energy laboratory 

 $1.5B budget 

 4,650 employees 

 4,000 research 
guests annually 

 $500 million invested 
in modernization 

 Nation’s most diverse 
energy portfolio 

 Operating the world’s 
most intense pulsed 
neutron source 

 Managing the billion-
dollar U.S. ITER project 
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ORNL is well positioned to deliver 

science and technology for energy 

We have an extraordinary set of assets 

 Outstanding tools for materials R&D 

 World-leading systems for open scientific computing 

 BioEnergy Science Center 

 Growing strength in climate change impact R&D 

 The nation’s broadest portfolio of energy programs 

 Unique resources for nuclear technology 

 Robust national security programs 

Our challenge: 

Use these assets to 
enable science and 

technology 
breakthroughs that 

transform our 
energy future 
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Delivering science and technology: 

We lead major R&D programs for DOE and other customers 

Bioenergy 

Climate 

Energy 
Technologies 

Ultrascale Computing 

National Security 

Materials at the 
Nanoscale 

Neutron Sciences 

Nuclear Energy 

ITER 
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We partner with industry to put  

our energy innovations to work  

Transformational 
transportation 
technologies 

High-efficiency 
green buildings 

Advanced materials 
for energy 

applications 

Electric grid 
reliability  

and resilience 
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Leading the development 

of ultrascale scientific computing 

 Leadership Computing Facility:  

– United State’s most powerful open scientific computing facility 

– Jaguar XT operating at 2.33 petaflops 

– Exascale system by the end of the next decade 

– Focus on computationally intensive projects  
of large scale and high scientific impact  

 Addressing key science  
and technology issues 

– Climate 

– Fusion 

– Materials 

– Bioenergy 
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The world’s most powerful system for open science 
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Optimization of plasma heating 
systems for fusion experiments 

Physics of high-temperature 
superconducting cuprates 

Global simulation  
of CO2 dynamics  

High-performance computing  

is opening new research frontiers 

Fundamental instability 
of supernova shocks 

Protein structure and function  
for cellulose-to-ethanol conversion 

Next-generation combustion 
devices burning alternative fuels 
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Curriculum development 

• What skills/topics academia should include in its 
curriculum design for computational science to make 
students more competitive in the workforce? 

– Why is architecture/hardware important to scientific 
computing 

– What is the big and broad picture   

• Relevance to national mission, industry, customer 

• Relationship between simulation and experiment/applications  

• Ability to see how techniques can be applied to various domains  

– What are new areas of research that will be relevant when I 
graduate  

• Prepare students for new focus areas 
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Importance of architecture 
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New areas of research 

External speakers, 
conferences, workshops, 
paper seminars 
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Opportunities at ORNL 

• Hiring plan for your company for the next 1 – 5 years 

• What degrees do you expect to recruit and hire?  

• For what types of positions? 

– POSTDOC 

• https://www3.orau.gov/ORNL_TOppS/Posting/Details/249 

– MS  

• HPC programmer position:   

• https://www3.orau.gov/ORNL_TOppS/Posting/Details/279 

– STAFF 

• Fusion computational scientist staff position (fusion/plasma physics  
background)  jobs.ornl.gov and search for fusion 

 

https://www3.orau.gov/ORNL_TOppS/Posting/Details/249
https://www3.orau.gov/ORNL_TOppS/Posting/Details/279
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At a Glance:   

Student, Postdoctoral, and Fellow Programs 

Undergraduate Graduate Postdoctoral Faculty Fellows* 

 DHS HS-STEM 
Internship 

 HERE@ORNL 

 Laboratory 
Technology 
Program 

 Nuclear 
Engineering 
Science 
Laboratory 
Synthesis 
Internship 

 Research 
Alliance 
in Math and 
Science 

 Science 
Undergraduate 
Laboratory 
Internship 

 Advanced Short-
Term Research 
Opportunity 

 HERE@ORNL 

 Nuclear 
Engineering 
Science 
Laboratory 
Synthesis 
Internship 

 Research 
Alliance 
in Math and 
Science 

 Post-Master’s 
Research 
Participation 

 Advanced Short-
Term Research 
Opportunity 

 Instrument 
Development 
Fellows 

 Postdoctoral 
research 
associates 

 DHS Summer 
Research Team 

 Visiting Faculty 
Program  

 HERE@ORNL  

 NRC Faculty 
Research 
Participation 

 Sabbaticals and 
summer 
research 

 Eugene Wigner 
Fellows 

 Alvin M. 
Weinberg 
Fellows 

 Clifford Shull 
Fellows: 
Neutron science 

 Alston 
Householder 
Fellows: 
Scientific 
computing 

 

http://jobs.ornl.gov        * ORNL employment 

program 

http://jobs.ornl.gov/
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Oak Ridge National Laboratory: 
Meeting the Challenges of the 21st Century 

 

www.ornl.gov 


