LDPC Decoder with a
Limited-Precision FPGA-based
Floating-Point Multiplication Coprocessor

FPGA as a Computational Coprocessor

The Sum-Product algorithm, used for LDPC decoding of a (6,3)-regular code, performs
repeated computations of product terms. A frequently repeated function computes six
output products (of five terms each) from six inputs.

The partitioned function is allocated to the programmable logic
portion of the co-design.
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The Sum-Product Algorithm is known outside of the signal processing community as
Pearl's Belief Propagation. It is iterative — until parity is achieved or a limit is reached.
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The FPGA permits with

precision, allows parallel
operations, and representations other than traditional integer and floating point formats.
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The Altera SOPC development environment allows for iterative development of a compula!lonal
algorithm, i in a software / logic
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Decoder accuracy is a function of the precision of the implementation
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An acceptable bit error rate limit is a i i ing criteria for a {
~ 1502 channel. Compare curves at a specified BER (where they intersect a horizontal equal-error-rate
[ ey line) — the horizontal difference between curves is referred to as the coding gain. The uncoded
@ 1bit simulation serves as the baseline against which coding gain is measured.
£ LE03 N How much coding gain is achievable for each choice of mantissa precision in the iterative
& 20its uncoded decoder is a tradeoff versus the number of multiplications that the FPGA is capable of
5 performlng The example LDPC code has 1000 parity-check nodes, each parity-check
£ 4bits | 3bits
o 1.E-04 requires six of the 5-operand multiplies to be performed, and the decoder runs for
s \ 10 iterations; that works out to 60,000 operations. The coding gain per second of computation
for this example code has been computed and is shown in the following figure.
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Decoder speed is dependent on the precision of the implementation
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